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Abstract. In this paper, we propose a novel multiresolution adaptive mesh refinement algorithm for solving initial-boundary value problems (IBVP) for evolution PDEs. The proposed algorithm dynamically adapts the grid to any existing or emerging irregularities in the solution, by refining the grid only at those places where the solution exhibits sharp features. The main advantage of the proposed grid adaptation method is that it results in a grid with a fewer number of nodes when compared to adaptive grids generated by existing multiresolution-based mesh refinement techniques. Several examples show the robustness and stability of the proposed algorithm.
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1. Introduction. It is well known that the solution of evolution PDEs is often not smooth even if the initial data are smooth. For instance, shocks may develop in hyperbolic conservation laws. To capture discontinuities in the solution with high accuracy, one needs to use a fine resolution grid. The use of a uniformly fine grid requires a large amount of computational resources in terms of both CPU time and memory. Hence, in order to solve evolution equations in a computationally efficient manner, the grid should adapt dynamically to reflect local changes in the solution.

Several adaptive gridding techniques for solving PDEs have been proposed in the literature. A nice survey of the early works on the subject can be found in [5, 47]. Currently, popular adaptive methods for solving PDEs are (i) moving mesh methods [2, 1, 4, 7, 6, 13, 14, 17, 29, 32, 35, 36, 45], in which an equation is derived that moves a grid of a fixed number of finite difference cells or finite elements so as to follow and resolve any local irregularities in the solution; (ii) the so-called adaptive mesh refinement method [8, 9, 10, 11], in which the mesh is refined locally based on the difference between the solutions computed on the coarser and the finer grids, and (iii) wavelet-based or multiresolution-based methods [3, 12, 15, 18, 19, 20, 23, 24, 26, 37, 38, 48, 49, 50], which take advantage of the fact that functions with localized regions of sharp transition can be compressed efficiently. Our proposed method falls under this latter category.

Mallat [34] formulated the basic idea of multiresolution analysis for orthonormal wavelets in $L^2(\mathbb{R})$. Harten [19, 20, 21] later proposed a general framework for multiresolution representation of data by integrating ideas from three different fields, namely, theory of wavelets, numerical solution of PDEs, and subdivision schemes. Recently, Alves et al. [3] proposed an adaptive multiresolution scheme, similar to the multiresolution approach proposed by Harten [19, 20] and Holmstrom [23] for solving hyperbolic...
PDEs. These approaches share similar underlying ideas. Namely, the first step is to interpolate the function values at the points belonging to a particular resolution level from the corresponding points at the coarser level and find the interpolative error at the points of that particular resolution level. Once this step has been performed for all resolution levels, all the points that have an interpolative error greater than a prescribed threshold are added to the grid, along with their neighboring points at the same level and the neighboring points at the next finer level. The main difference between these approaches is that in Harten’s approach \cite{19,20}, the solution for each time step is represented on the finest grid, and one calculates the interpolative errors at all the points of the finest grid at each mesh refinement step. On the other hand, Holmstrom \cite{23} and Alves et al. \cite{3}, compute the interpolative error only at the points that are in the adaptive grid. If a value that does not exist is needed, Holmstrom interpolates the required function value recursively from coarser scales. Alternatively, Alves et al. \cite{3} add to the grid the points that were used to predict the function values at all previously added points, in order to compute the interpolative error during the next mesh adaptation. Parallel to Harten’s original idea, a modified approach has also been developed by Cohen, Müller, and coauthors for the solution of evolution PDEs \cite{15,18,37,38}.

In this paper, we first propose a novel multiresolution scheme for data compression, which results in a higher compression rate compared to the multiresolution approach by Harten \cite{19,20,21} for the same desired accuracy. Subsequently, we apply the proposed encoding scheme to solve initial-boundary value problems (IBVP) encountered in evolution PDEs. The proposed multiresolution scheme for data compression works with any of the interpolation techniques mentioned in \cite{21}. One of the key features of our algorithm is that it is a “top-down” (from coarse to fine scale) approach, and we use the most recently updated information to make predictions. Moreover, our interpolations are not restricted to the use of only the retained points at the coarser level, but also use the retained points at the same level (and even the next finer level in the case of solving PDEs). This allows for a more accurate interpolation, which, in turn, leads to fewer points in the final grid. In the proposed algorithm, we continuously keep on updating the grid as we go from the coarsest level to finer levels. If the interpolative error at a point that belongs to a particular level is greater than the prescribed threshold, we add that point to the grid. In the case of solving PDEs, we also add the neighboring points at the same level and the neighboring points at the next level to the grid. We make use of the fact that the point at which the interpolative error is greater than a prescribed threshold, this point is added to the grid, and, in addition, it can be used to predict the remaining points at the same level and the levels below it. Moreover, for refining the mesh for solving evolution PDEs, we predict the function value at a particular point only from the points that are already present in the grid; hence we avoid recursive interpolations from the coarser scales as is done by Holmstrom \cite{23}. At the same time, we do not need to add any extra points to the grid that are required just for computing the interpolative errors at the next mesh refinement step, as is done by Alves et al. \cite{3}.

The paper is organized as follows. In the first part of the paper, we start by formulating the problem, and we present the new multiresolution scheme for data compression, followed by the mesh refinement algorithm for the solution of evolution PDEs. Next, we compare the proposed data compression scheme with Harten’s data compression scheme (and the mesh refinement approach with the one of Alves et al. for the case of solution of hyperbolic PDEs). We show that the proposed algorithm
results, in general, in a fewer number of grid points compared to Harten’s approach (for the case of data compression) and the approach of Alves et al. [3] (for the case of the mesh refinement for the solution of PDEs). In the second part of the paper, we present an algorithm for solving the IBVP for evolution equations on an adaptive nonuniform grid, generated using the proposed mesh refinement technique. This analysis is followed by several numerical examples that show the robustness of the proposed approach and the advantages in terms of computational time compared to the uniform mesh case.

2. Problem statement. Many problems in engineering and physics can be written in the form of an IBVP for an evolution equation:

\[
\begin{align*}
\text{(IBVP)}: \quad \begin{cases} 
  u_t + f(u_{xx}, u_x, u, x) = 0 & \text{in } D \times (0, \infty), \\
  u = g & \text{on } \overline{D} \times \{t = 0\},
\end{cases}
\end{align*}
\]

where \( \overline{D} = D \cup \partial D \), with \( D \subset \mathbb{R} \) bounded. The function \( f : \mathbb{R}^m \times \mathbb{R} \times \mathbb{R}^m \times D \to \mathbb{R} \) and the initial function \( g : \overline{D} \to \mathbb{R}^m \) are given. The unknown is the function \( u : \overline{D} \times [0, \infty) \to \mathbb{R}^m \). The algorithm proposed in this paper works for other boundary conditions as well, but, for simplicity in the analysis below, we only use periodic, Dirichlet, and Neumann boundary conditions. Without loss of generality, we will further assume that \( D = (0, 1) \).

In (IBVP), the initial function \( g \) can be irregular. Even if \( g \) is smooth, discontinuities such as shocks (in hyperbolic conservation laws) and kinks (in Hamilton–Jacobi (HJ) equations) can develop in the solution \( u \) at some later time. Therefore, we would like to adapt the grid dynamically to any existing or emerging irregularities in the solution, instead of using a fine mesh over the whole spatial and temporal domain. In the next section, we propose a novel grid refinement technique for solving (IBVP) in a computationally efficient manner.

3. Adaptive gridding. First, we give a brief overview on dyadic grids, which are used in the proposed multiresolution mesh refinement scheme for solving (IBVP).

3.1. Dyadic grids. Since \( \overline{D} = [0, 1] \), we consider dyadic grids of the form

\[
\mathcal{V}_j = \{x_{j,k} \in [0, 1]: x_{j,k} = k/2^j, \ 0 \leq k \leq 2^j\}, \quad J_{\min} \leq j \leq J_{\max},
\]

where \( j \) denotes the resolution level, \( k \) the spatial location, and \( J_{\min}, J_{\max} \in \mathbb{Z}^+_0 \). We denote by \( \mathcal{W}_j \) the set of grid points belonging to \( \mathcal{V}_{j+1} \setminus \mathcal{V}_j \). Therefore,

\[
\mathcal{W}_j = \{y_{j,k} \in [0, 1]: y_{j,k} = (2k + 1)/2^{j+1}, \ 0 \leq k \leq 2^j - 1\}, \quad J_{\min} \leq j \leq J_{\max} - 1.
\]

Throughout the rest of this paper, we will use the notations \( x_{j,k} \) and \( y_{j,k} \) to represent elements of \( \mathcal{V}_j \) and \( \mathcal{W}_j \), respectively. Hence, \( x_{j+1,k} \in \mathcal{V}_{j+1} \) is given by

\[
x_{j+1,k} = \begin{cases} 
  x_{j,k/2}, & \text{if } k \text{ is even}, \\
  y_{j,(k-1)/2}, & \text{otherwise}.
\end{cases}
\]

An example of a dyadic grid with \( J_{\min} = 0 \) and \( J_{\max} = 5 \) is shown in Figure 3.1.

With a slight abuse of notation, we write \( \mathcal{V}_{j+1} = \mathcal{V}_j \oplus \mathcal{W}_j \), although \( \mathcal{W}_j \) is not an orthogonal complement of \( \mathcal{V}_j \) in \( \mathcal{V}_{j+1} \). The subspaces \( \mathcal{V}_j \) are nested, \( \mathcal{V}_{J_{\min}} \subset \mathcal{V}_{J_{\min}+1} \subset \cdots \subset \mathcal{V}_{J_{\max}} \), with \( \lim_{J_{\max} \to \infty} \mathcal{V}_{J_{\max}} = \overline{D} \). The sequence of subspaces \( \mathcal{W}_j \) satisfy \( \mathcal{W}_j \cap \mathcal{W}_\ell = \emptyset \) for \( j \neq \ell \).
Before presenting the multiresolution grid adaptation scheme for solving IBVP for evolution PDEs, we propose a novel multiresolution scheme for data compression that will form the basis of our grid adaptation scheme for solving (IBVP).

3.2. Data compression. Suppose \( g : \mathcal{D} \rightarrow \mathbb{R} \) is specified on a grid \( \mathcal{V}_{J_{\text{max}}} \),

(3.4) \[ U_{J_{\text{max}}} = \{ g_{j,k} : x_{j,k} \in \mathcal{V}_{J_{\text{max}}} \}, \]

where \( g_{j,k} = g(x_{j,k}) \). Let \( I(x; \mathcal{X}_{\text{Grid}}) \) denote any \( p \)th order interpolation of \( U = \{ g_{j,k} : x_{j,k} \in \mathcal{X}_{\text{Grid}} \} \), where \( \mathcal{X}_{\text{Grid}} = \{ x_{ji,k} \}^{i+p}_{i=\ell} \subset \text{Grid} \), where

\[
\text{Grid} = \{ x_{ji,k_i} : x_{ji,k_i} \in [0,1], 0 \leq k_i \leq 2^j, J_{\text{min}} \leq j_i \leq J_{\text{max}}, \text{ for } i = 0 \ldots N, \]

and \( x \in [x_{ji,k_i}, x_{ji+1,k_i+1}] \). In (3.5), \( \text{Grid} \) can be uniform or nonuniform. Then the encoding algorithm for compressing the signal \( g \) is as follows.

Step 1. Initialize an intermediate grid \( \text{Grid}_{\text{int}} = \mathcal{V}_{J_{\text{min}}} \), with function values \( U_{\text{int}} = U_{\text{min}} \), where \( U_{\text{min}} = \{ g_{j_{\text{min}},k} : 0 \leq k \leq 2^{J_{\text{min}}} \} \). Set \( j = J_{\text{min}} \).

Step 2. DO for \( k = 0, \ldots, 2^j \).

(a) Compute the interpolated function value \( \hat{g}(y_{j,k}) = I(y_{j,k}; \mathcal{X}_{\text{Grid}_{\text{int}}}) \).

(b) If the interpolative error coefficient at the point \( y_{j,k} \),

\[
d_{j,k} = \left| g(y_{j,k}) - \hat{g}(y_{j,k}) \right| > \epsilon, \tag{3.6}\]

where \( \epsilon \) is the prescribed threshold, then add \( y_{j,k} \) to the intermediate grid \( \text{Grid}_{\text{int}} \) and the corresponding function value \( g(y_{j,k}) \) to \( U_{\text{int}} \).

Step 3. Increment \( j \) by 1. If \( j < J_{\text{max}} \), go to Step 2, otherwise move on to the next step.

Step 4. Terminate the algorithm. The final nonuniform grid representing the compressed information is \( \text{Grid}_M = \text{Grid}_{\text{int}} \), and the corresponding function values are the set \( U_M = U_{\text{int}} \).

If we represent the above nonlinear encoding procedure by an operator \( M \), then we can write

(3.7) \[ U_M = MU_{J_{\text{max}}}. \]

One should note that in Harten’s approach [19, 20, 21], the points of a particular resolution level \( \mathcal{W}_j \) are interpolated only from the corresponding points belonging to \( \mathcal{V}_j \). In our approach, instead, we continuously keep on updating the grid, and the points \( \{ g(y_{j,k}) \}^{2^j-1}_{k=0} \) of level \( \mathcal{W}_j \) are interpolated from the function values at the points
in \( \mathcal{V}_j \oplus \mathcal{W}_j \). Hence, by making use of the extra information from levels \( \mathcal{W}_j \)—which, in any case, will be added to the adaptive grid—we are able to reduce the number of grid points in the final grid. This process results in higher compression factors, as will be shown in section 3.4 via several examples.

The interpolation operator \( \mathcal{I} \) can be easily constructed using piecewise-polynomial interpolation, essentially nonoscillatory (ENO) interpolation, cubic-spline interpolation, trigonometric interpolation, etc., \([21, 39]\). For piecewise-polynomial interpolation, the stencil \( X_{\text{grid, int}} \) consists of the \( p + 1 \) nearest points to \( x \) in \( \text{Grid}_{\text{int}} \). By \( p + 1 \) nearest points, here we mean one neighboring point on the left of \( x \), one neighboring point on the right of \( x \), and the remaining \( p - 1 \) points are the points nearest to \( x \) in the set \( \text{Grid}_{\text{int}} \). In case two points are at the same distance from \( x \), that is, if a point on the left and a point on the right are equidistant to \( x \), then we choose a point so as to equalize the number of points on both sides. One may use Neville’s algorithm to construct the respective interpolating polynomials on the fly. For ENO interpolation, the stencil \( X_{\text{grid, int}} \) consists of one neighboring point on the left and one neighboring point on the right of \( x \) in the set \( \text{Grid}_{\text{int}} \), and the remaining \( p - 1 \) points are selected from the set \( \text{Grid}_{\text{int}} \) that give the least oscillatory polynomial. For more details on ENO interpolation, the reader is referred to \([21, 39]\).

Next, we give the decoding algorithm, that is, the algorithm for computing

\[
\hat{U}_{j_{\text{max}}} = M^{-1}U_M.
\]

One way of decoding the information back from the compressed signal in nonlinear schemes is to keep track of the stencils that were used for interpolating the function values at a particular point while encoding the information and use the same stencils to decode the information from the compressed signal. An alternative way (described below) is to follow the same approach as in the encoding algorithm.

**Step 1.** Initialize \( \text{Grid}_{\text{int}} = \mathcal{V}_{J_{\text{min}}} \), with function values \( U_{j_{\text{max}}} = U_{\text{int}} = U_{\text{min}} \), where

\[
U_{\text{min}} = \{g_{j_{\text{min}}, k} : 0 \leq k \leq 2^{J_{\text{min}}}\}, \; \text{Set } j = J_{\text{min}}.
\]

**Step 2.** DO for \( k = 0, \ldots, 2^J \).

If \( g(y_j, k) \in U_M \), then add \( g(y_j, k) \) to \( \hat{U}_{j_{\text{max}}} \), \( U_{\text{int}} \) and \( y_j, k \) to \( \text{Grid}_{\text{int}} \), otherwise add \( g(y_j, k) = \mathcal{I}(y_j, k, X_{\text{grid, int}}) \) to \( \hat{U}_{j_{\text{max}}} \).

**Step 3.** Increment \( j \) by 1. If \( j < J_{\text{max}} \), go to Step 2, otherwise move on to the next step.

**Step 4.** Terminate the algorithm.

Next, we derive an error estimate between the original signal \( U_{j_{\text{max}}} \) and the decoded signal \( \hat{U}_{j_{\text{max}}} \).

**Proposition 1.** Let \( U_{j_{\text{max}}} \) be defined as in (3.4), and let \( \hat{U}_{j_{\text{max}}} = M^{-1}U_M \), where \( M^{-1} \) denotes the decoding algorithm described above. Then for \( 1 \leq m < \infty \),

\[
E_m(g) = \|U_{j_{\text{max}}} - \hat{U}_{j_{\text{max}}} \|_m = \left( \frac{1}{2^{j_{\text{max}}} + 1} \sum_{k=0}^{2^{j_{\text{max}}}} |g_{j_{\text{max}}, k} - \hat{g}_{j_{\text{max}}, k}|^m \right)^{\frac{1}{m}} \leq \left( \frac{2^{j_{\text{max}}} - 2^{J_{\text{min}}}}{2^{j_{\text{max}}} + 1} \right)^{\frac{1}{m}} \epsilon
\]

and

\[
E_\infty(g) = \|U_{j_{\text{max}}} - \hat{U}_{j_{\text{max}}} \|_\infty = \max_{0 \leq k \leq 2^{j_{\text{max}}}} |g_{j_{\text{max}}, k} - \hat{g}_{j_{\text{max}}, k}| \leq \epsilon.
\]
Proof. First, we note that

\begin{equation}
|g_{J_{\min},k} - \hat{g}_{J_{\min},k}| = 0, \quad k = 0, \ldots, 2^{2J_{\min}}, \tag{3.11}
\end{equation}

since \( g_{J_{\min},k} \in \mathcal{U}_M \) for all \( k = 0, \ldots, 2^{2J_{\min}} \). Next, since the function values in the set \( \mathcal{U}_{J_{\max}} \) are interpolated directly only from the function values in \( \mathcal{U}_M \), we have direct control over the error. Therefore,

\begin{equation}
|g(y_{j,k}) - \hat{g}(y_{j,k})| \leq \epsilon, \quad k = 0, \ldots, 2^j - 1 \tag{3.12}
\end{equation}

for \( j = J_{\min}, \ldots, J_{\max} - 1 \). Hence, we have

\begin{equation}
\|U_{J_{\max}} - \hat{U}_{J_{\max}}\|_\infty = \max_{0 \leq k \leq 2^J_{\max}} |g_{j,k} - \hat{g}_{j,k}| \leq \epsilon. \tag{3.13}
\end{equation}

For \( 1 \leq m < \infty \), we have

\begin{equation}
\|U_{J_{\max}} - \hat{U}_{J_{\max}}\|_m^m = \frac{1}{2^J_{\max} + 1} \left( \sum_{k=0}^{2^J_{\min}} |g_{J_{\min},k} - \hat{g}_{J_{\min},k}|^m + \sum_{j=J_{\min}}^{J_{\max} - 1} \sum_{k=0}^{2^j - 1} |g(y_{j,k}) - \hat{g}(y_{j,k})|^m \right) \tag{3.14}
\end{equation}

\begin{equation}
\leq \frac{\epsilon^m}{2^J_{\max} + 1} \sum_{j=J_{\min}}^{J_{\max} - 1} \sum_{k=0}^{2^j - 1} 1 = \epsilon^m \frac{2^J_{\max} - 2^J_{\min}}{2^J_{\max} + 1}. \tag{3.15}
\end{equation}

Consequently, for \( 1 \leq m < \infty \),

\begin{equation}
\|U_{J_{\max}} - \hat{U}_{J_{\max}}\|_m \leq \left( \frac{2^J_{\max} - 2^J_{\min}}{2^J_{\max} + 1} \right)^{\frac{1}{m}} \epsilon, \tag{3.16}
\end{equation}

which completes the proof.

\[ \square \]

Example 1. Consider \( g_1 : \mathcal{D} \rightarrow \mathbb{R} \),

\begin{equation}
g_1(x) = \begin{cases} 1, & \frac{1}{3} \leq x \leq \frac{2}{3}, \\ 0, & \text{otherwise}, \end{cases} \tag{3.18}
\end{equation}

and \( g_2 : \mathcal{D} \rightarrow \mathbb{R} \),

\begin{equation}
g_2(x) = \begin{cases} 0, & 0 \leq x < \frac{1}{7}, \\ 1, & \frac{1}{6} \leq x < \frac{1}{5}, \\ 0, & \frac{1}{3} \leq x < \frac{4}{7}, \\ \sin(\pi x), & \frac{1}{2} \leq x < \frac{2}{5}, \\ 0, & \frac{3}{5} \leq x < \frac{3}{7}, \\ x, & \frac{5}{6} \leq x \leq 1. \end{cases} \tag{3.19}
\end{equation}

For this example, we consider a grid with \( J_{\min} = 2 \) and \( J_{\max} = 10 \) and use ENO interpolation for the encoding and the decoding algorithms described above. For both \( g_1 \) and \( g_2 \), the data compression factor

\begin{equation}
C = \frac{2^J_{\max} + 1 - N_{sp}}{2^J_{\max} + 1} \times 100\%, \tag{3.20}
\end{equation}

where \( N_{sp} \) denotes the number of grid points, along with the decoding errors \( E_m \), \( m = 1, 2, \infty \), with an interpolating polynomial of degree \( p = 3 \) and different thresholds.
Table 3.1

Example 1. Data compression along with the decoding errors for the proposed approach.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>C</th>
<th>$E_\infty$</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1$</td>
<td>$10^{-3}$</td>
<td>97.56</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$10^{-3}$</td>
<td>94.93</td>
<td>$2.2741 \times 10^{-5}$</td>
<td>$8.2103 \times 10^{-7}$</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$10^{-7}$</td>
<td>93.85</td>
<td>$9.0426 \times 10^{-8}$</td>
<td>$3.7983 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Fig. 3.2. Example 1. Grid point distribution for $\epsilon = 1 \times 10^{-3}$.

$\epsilon$, are summarized in Table 3.1. First, we consider $\epsilon = 10^{-3}$ for both the functions $g_1$ and $g_2$. The proposed algorithm compressed the given signals $g_1$ and $g_2$ using only 25 and 52 points, respectively. The decoding errors $E_m$ ($m = 1, 2, \infty$) are well below the threshold for both these functions. The grid point distributions for both $g_1$ and $g_2$ are shown in Figure 3.2. Next, for $g_2$, we decrease the threshold to $10^{-7}$. It is observed that the proposed encoding algorithm increased the number of points used for compressing the signal; once again, the decoding errors are below the prescribed threshold.

Next, we present the grid adaptation algorithm for solving (IBVP) using the decoding algorithm mentioned above.

### 3.3. Grid adaptation for the solution of (IBVP)

Assume we are given a nonuniform grid of the form (3.5). For simplicity, we denote by $u^n_{j,k}$ the value of $u(x, t)$ evaluated at $x = x_{j,k}$ and $t = t_n$, where $0 \leq k \leq 2^j$, $J_{\min} \leq j \leq J_{\max}$, $n \in \mathbb{Z}_0^+$, $t_0 = 0$, $t_n = t_{n-1} + \Delta t_n$ for $n > 0$, and $\Delta t_n$ is the time step based on the Courant–Friedrichs–Levy (CFL) condition [46] for hyperbolic equations and the von Neumann condition [46] for all other evolution equations. The “top-down” approach of our algorithm allows one to add and remove points using the most recently updated information. To this end, suppose $u(x, t_n)$ is specified on the grid $\text{Grid}_{\text{old}}$, with corresponding solution values $U_{\text{old}} = \{u^n_{j,k} : x_{j,k} \in \text{Grid}_{\text{old}}\}$, where $\text{Grid}_{\text{old}}$ can be either regular or irregular. We assume $\text{Grid}_{\text{old}} \supseteq V_{J_{\min}}$. Our aim is to find a new grid $\text{Grid}_{\text{new}}$ by adding or removing points from $\text{Grid}_{\text{old}}$, reflecting local changes in the solution. To this end, we initialize an intermediate grid $\text{Grid}_{\text{int}} = V_{J_{\min}}$, with the function values $U_{\text{int}} = \{u^n_{J_{\min},k} : u^n_{J_{\min},k} \in U_{\text{old}}, 0 \leq k \leq 2^{J_{\min}}\}$, and we set $j = J_{\min}$. The mesh refinement algorithm proceeds as follows.

---

1Typically, $\text{Grid}_{\text{old}}$ at time $t = 0$ is regular with $\text{Grid}_{\text{old}} = V_{J_{\max}}$. 
Step 1. Find the points belonging to the intersection of $W_j$ and $\text{Grid}_{\text{old}}$, that is,
\begin{equation}
Y = \{ y_{j,k_i} : y_{j,k_i} \in W_j \cap \text{Grid}_{\text{old}}, \text{ for } i = 1, \ldots, M, \ 1 \leq M \leq 2^j \}.
\end{equation}

Step 2. Set $i = 1$.
(a) Compute the interpolated function values at point $y_{j,k_i} \in Y$, $\hat{u}(y_{j,k_i})$, that is, $\hat{u}_\ell(y_{j,k_i}) = \mathcal{T}(y_{j,k_i}, X_{\text{Grid}_{\text{int}}})$, where $\hat{u}_\ell$ is the $\ell$th element of $\hat{u}$ for $\ell = 1, \ldots, m$.
(b) If at the point $y_{j,k_i}$,
\begin{equation}
d_{j,k_i}(u^n) = \max_{\ell=1,\ldots,m} |u_\ell(y_{j,k_i}, t_n) - \hat{u}_\ell(y_{j,k_i})| < \epsilon,
\end{equation}
go to Step 2(f), otherwise add $y_{j,k_i}$ to the intermediate grid $\text{Grid}_{\text{int}}$ and move on to the next step.
(c) Add to $\text{Grid}_{\text{int}}$ $N_1$ points on the left and $N_1$ points on the right neighboring to the point $y_{j,k_i}$ in $W_j$. This step accounts for the possible displacement of any sharp features of the solution during the next time integration step. The value of $N_1$ dictates the frequency of mesh adaptation and is provided by the user. The larger the $N_1$, the smaller the frequency of mesh adaptation will be, at the expense of a larger number of grid points in the adaptive grid. Hence, there is a trade-off between the frequency of mesh adaptation and the number of grid points.
(d) Add to $\text{Grid}_{\text{int}}$ $2N_2$ neighboring points at the next finer level \{ $y_{j+1,2k_i+\ell}^{N_2}$ $| 1 \leq N_2 \leq 2N_1$ \}. This step accounts for the possibility that the solution becomes steeper in this region. Our experience has shown that $N_2 = N_1$ is a good choice.
(e) Add the function values at all of the newly added points to $U_{\text{int}}$. If the function value at any of the newly added points is not known, we interpolate the function value at that point from the points in $\text{Grid}_{\text{old}}$ and their function values in $U_{\text{old}}$ using $\mathcal{T}(\cdot, X_{\text{Grid}_{\text{old}}})$.
(f) Increment $i$ by 1. If $i \leq M$, go to Step 2(a), otherwise move on to the next step.

Step 3. Increment $j$ by 1. If $j < J_{\text{max}}$, go to Step 1, otherwise move on to the next step.

Step 4. Terminate the algorithm. The final nonuniform grid is $\text{Grid}_{\text{new}} = \text{Grid}_{\text{int}}$, and their corresponding function values are the set $U_{\text{new}} = U_{\text{int}}$.

Remark 1. Although the proposed grid adaptation algorithm will work for any interpolation technique, in this paper, we use ENO interpolation to avoid any unphysical interpolation of the data.

Remark 2. For sake of brevity, in this paper, we work only with the point-value discretization of data, but the proposed encoding and decoding algorithms (or the grid adaptation algorithm for solving PDEs) will also work for discretizations based on cell-averages.

Next, we explain the proposed grid adaptation algorithm with the help of a simple example.

Example 2. Consider a dyadic grid $\mathcal{V}_4$ and the function
\begin{equation}
g(x) = \begin{cases} 
1, & x = x_{4,k}, \\
0, & \text{otherwise},
\end{cases}
\end{equation}

$^2$We would like to remind the reader that $u \in \mathbb{R}^m$.

$^3$Note that $u(y_{j,k}, t_n) \in U_{\text{old}}$ for all $y_{j,k} \in Y$. 

with \( k = 6 \), so that \( g \) denotes an impulse located at \( x = x_{1.6} = 0.375 \). Let \( J_{\min} = 0 \), \( J_{\max} = 4 \), \( p = 1 \), \( \epsilon = 0.1 \), \( N_1 = N_2 = 1 \), and consider \( \text{Grid}_{\text{id}} = \mathcal{V}_{J_{\max}} \). For this example, the proposed grid adaptation algorithm is illustrated in Figure 3.3.

In Figure 3.3, the solid circles show the points belonging to the intermediate grid \( \text{Grid}_{\text{id}} \) and those belonging to \( \text{Grid}_{\text{new}} \). The empty squares show the points that are being tested or have been tested for inclusion in \( \text{Grid}_{\text{id}} \). If the interpolative error coefficient at a point is greater than the prescribed threshold, then we show that point by a solid square. The left and the right neighbors are shown by left and right triangles, respectively. For reference, all points at that particular level are shown by empty circles. Next, we give a point-by-point illustration of the proposed algorithm for Example 2.

\[ \mathcal{V}_0 \text{. Initialize } \text{Grid}_{\text{id}} \text{ with } \mathcal{V}_{J_{\min}} = \mathcal{V}_0. \]

\[ \mathcal{W}_0 \text{. Check if the function value at the point } y_{0,0} \in \mathcal{W}_0 \text{ can be interpolated from the nearest } p + 1 = 2 \text{ points in } \text{Grid}_{\text{id}}, \text{ which, in this case, are the points } x_{0,0} \text{ and } x_{0,1}. \text{ Since, for this example, } g(y_{0,0}) \text{ can be interpolated from the points in } \text{Grid}_{\text{id}}, \text{ we do not include } y_{0,0} \in \text{Grid}_{\text{id}}. \text{ Next, we move on to level } \mathcal{W}_1. \]

\[ \mathcal{W}_1. y_{1,0}. \text{ Since } g(y_{1,0}) \text{ can again be interpolated from the function values at points } x_{0,0}, x_{0,1} \in \text{Grid}_{\text{id}}, \text{ we do not include } y_{1,0} \in \text{Grid}_{\text{id}} \text{ and move on to the next point } y_{1,1}. \]

\[ y_{1,1}. \text{ For the same reason as before, we do not include this point and move on to the next level.} \]

\[ \mathcal{W}_2. y_{2,0}. \text{ For the same reason as before, we do not include this point.} \]

\[ y_{2,1}. \text{ Moving further to } y_{2,1}, \text{ we find that } g(y_{2,1}) \text{ cannot be interpolated from the neighboring two points } x_{0,0}, x_{0,1} \in \text{Grid}_{\text{id}}. \text{ Hence, we include } y_{2,1} \in \text{Grid}_{\text{id}} \text{ along with points } y_{2,0}, y_{2,2} \in \mathcal{W}_2 \text{ and } y_{3,2}, y_{3,3} \in \mathcal{W}_3. \]

\[ y_{2,2}. \text{ Next, we check point } y_{2,2}. \text{ The nearest points to } y_{2,2} \text{ in } \text{Grid}_{\text{id}} \text{ are } y_{3,3} \text{ and } x_{0,1}. \text{ Since } g(y_{2,2}) \text{ can be interpolated from } y_{3,3} \text{ and } x_{0,1}, \text{ we move to the next point } y_{2,3} \text{ belonging to the level } \mathcal{W}_2. \]

\[ y_{2,3}. \text{ For the same reason as for point } y_{2,2}, \text{ we do not include } y_{2,3}. \]

\[ \mathcal{W}_3. y_{3,0}. \text{ Since } y_{3,0} \text{ can be interpolated from the existing points in } \text{Grid}_{\text{id}}, \text{ we do not include } y_{3,0} \text{ in the grid.} \]

\[ y_{3,1}. \text{ For the same reason as for } y_{3,0}, \text{ we do not include } y_{3,1} \text{ in the grid.} \]

\[ y_{3,2}. \text{ Subsequently, we check } y_{3,2}. \text{ Since } g(y_{3,2}) \text{ cannot be interpolated from the nearest two points } y_{2,0}, y_{2,1} \in \text{Grid}_{\text{id}}, \text{ we include } y_{3,2} \text{ (which, in any case, is already present in } \text{Grid}_{\text{id}}) \text{ along with points } y_{3,1} \text{ and } y_{3,3} \text{ (already present in } \text{Grid}_{\text{id}}) \text{ in } \text{Grid}_{\text{id}}. \]

\[ y_{3,3}. \text{ Moving on to the next point } y_{3,3}, \text{ we see again that } g(y_{3,3}) \text{ cannot be interpolated from the nearest two points } y_{2,1}, y_{2,2} \in \text{Grid}_{\text{id}}. \text{ Hence, we include } y_{3,3} \text{ (already present in } \text{Grid}_{\text{id}}) \text{ along with } y_{3,2} \text{ (already present in } \text{Grid}_{\text{id}}) \text{ and } y_{3,4} \text{ in } \text{Grid}_{\text{id}}. \]

\[ y_{3,4}. \text{ Since } g(y_{3,4}) \text{ can be interpolated from the two nearest points } y_{3,3}, y_{2,2} \in \text{Grid}_{\text{id}}, \text{ we move on to the next point } y_{3,5}. \]

\[ y_{3,5}. \text{ The nearest two points to } y_{3,5} \text{ in } \text{Grid}_{\text{id}} \text{ are } y_{2,2}, x_{0,1}, \text{ and since } g(y_{3,5}) \text{ can be interpolated from these two points, we do not include } y_{3,5} \text{ in } \text{Grid}_{\text{id}}. \]

\[ y_{3,6}. \text{ For the same reason as for } y_{3,5} \text{ we do not add point } y_{3,6} \text{ to the grid.} \]

\[ y_{3,7}. \text{ For the same reason as for } y_{3,5} \text{ we do not add point } y_{3,7} \text{ to the grid.} \]

\( \text{Grid}_{\text{new}} \). The final adaptive grid \( \text{Grid}_{\text{new}} \) is shown by the solid circles in Figure 3.3.

The adaptive grid generated using the previous algorithm depends on how we select points along the grid, that is, whether we move from left to right or from right
Fig. 3.3. Demonstration of the grid adaptation algorithm using Example 2.
to left across each level. It also depends on the location of the singularity. If the singularity is located in the middle, then it does not matter whether we move from left to right or from right to left. The result will be the same nonuniform grid. If, on the other hand, the singularity is not in the middle, then the final grid depends on the way in which we traverse across each level. To illustrate this fact, we again consider Example 2, but this time with \( k = 1 \). Hence, the impulse is located at \( x = x_{4,1} \). If we go from left to right, then the adaptive grid consists of the points \( x_{4,0}, x_{4,1}, x_{4,3}, x_{4,5}, x_{4,16} \). If we go from right to left, then the grid consists of the points \( x_{4,0}, x_{4,1}, x_{4,3}, x_{4,16} \). Let \( k = 15 \), which implies that the impulse is located at \( x = x_{4,15} \). If we go from left to right, then the grid consists of the points \( x_{4,0}, x_{4,13}, x_{4,15}, x_{4,16} \), and if we go from right to left, then the grid consists of the points \( x_{4,0}, x_{4,11}, x_{4,13}, x_{4,15}, x_{4,16} \). Note that, in the proposed algorithm, it is not mandatory to traverse across a level only from the leftmost point or from the rightmost point. We can instead start from any point at that level, each time resulting in a different grid. This suggests that by using a suitable probability distribution function to choose the order in which the points at each particular level are selected, one may be able to further optimize the grid. We will not elaborate on this observation in this paper.

3.4. Comparison with existing multiresolution-based approaches. The proposed encoding and grid adaptation algorithms result, in general, in a fewer number of grid points when compared to Harten’s multiresolution scheme [19, 20, 21], the grid adaptation algorithms of Harten [19, 20], Holmstrom [23], and Alves et al. [3]. First, we explain why this is so and then we give several examples to demonstrate this fact.

In the encoding algorithms (grid adaptation algorithms for the solution of IBVP) of existing approaches [19, 20, 23, 3], one interpolates \( \{g(y_{j,k})\}_{k=0}^{2^{j-1}} \) only from the function values at the points belonging to \( V_j \) for \( j = J_{\min} \ldots J_{\max} = 1 \), and only then, one adds to the adaptive grid, the points \( y_{j,k} \) (along with the points \( \{y_{j,k+\ell}\}_{\ell=-N_1}^{N_1} \) and \( \{y_{j+1,2k+\ell}\}_{\ell=-N_2}^{N_2} \) for all the pairs \((j, k)\) such that \( d_{j,k} > \epsilon \). In the proposed method, we continuously keep on updating the adaptive grid instead. If the interpolative error coefficient at \( y_{j,k} \), where \( 0 \leq k \leq 2^j - 1 \) and \( J_{\min} \leq j \leq J_{\max} = 1 \), is greater than the prescribed threshold, we add \( y_{j,k} \) to the adaptive grid, while at the same time we also add to the adaptive grid the neighboring points at the same level \( \{y_{j,k+\ell}\}_{\ell=-N_1}^{N_1} \), as well as the neighboring points at the next level \( \{y_{j+1,2k+\ell}\}_{\ell=-N_2}^{N_2} \). We use the newly added point(s) also for interpolating the remaining points at level \( V_j \) and the levels below it. In other words, in the proposed approach, the values \( \{g(y_{j,k})\}_{k=0}^{2^{j-1}} \) are interpolated from the function values at the points in \( V_j \oplus W_j \) for \( j = J_{\min} \ldots J_{\max} = 1 \) (in \( V_j \oplus W_j \oplus W_{j+1} \) for \( J_{\min} \leq j \leq J_{\max} = 2 \) and in \( V_j \oplus W_j \) for \( j = J_{\max} = 1 \)). Hence, by making use of the extra information from levels \( W_j \) (and \( W_{j+1} \)), which, in any case, will be added to the adaptive grid, we are able to reduce the number of grid points in the final grid.

We illustrate this fact with the help of several examples.

Example 3. We again consider the functions \( g_1 \) and \( g_2 \) given by (3.18) and (3.19), respectively, and a grid with \( J_{\min} = 2 \) and \( J_{\max} = 10 \). In order to compare the proposed encoding algorithm (using ENO interpolation) with Harten’s encoding algorithm (using ENO interpolation) and Harten’s encoding algorithm (using central interpolation), we set \( N_1 = N_2 = 0 \) in the grid adaptation algorithm of section 3.3. One should note that, for \( N_1 = N_2 = 0 \), the grid adaptation algorithm given in section 3.3 is simply the decoding algorithm described in section 3.2. The number
Table 3.2

Example 3. Comparison of the proposed decoding approach with Harten’s approach.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N_{g_p}$</th>
<th>$N_{g_{Heno}}$</th>
<th>$N_{g_{Hc}}$</th>
<th>$N_{g_p}/N_{g_{Heno}}$</th>
<th>$N_{g_p}/N_{g_{Hc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1$</td>
<td>$10^{-3}$</td>
<td>25</td>
<td>29</td>
<td>53</td>
<td>0.86</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$10^{-3}$</td>
<td>52</td>
<td>58</td>
<td>108</td>
<td>0.90</td>
</tr>
<tr>
<td>$g_3$</td>
<td>$10^{-7}$</td>
<td>63</td>
<td>73</td>
<td>119</td>
<td>0.86</td>
</tr>
</tbody>
</table>

of grid points used by the proposed algorithm $N_{g_p}$, Harten’s algorithm (using ENO interpolation) $N_{g_{Heno}}$, and Harten’s algorithm (using central interpolation) $N_{g_{Hc}}$, for different thresholds using interpolating polynomial of degree $p = 3$ are summarized in Table 3.2. For both functions $g_1$ and $g_2$, we found that the proposed algorithm results in up to 14% fewer number of points in the compressed data compared to Harten’s approach (using ENO interpolation) and up to 53% fewer points compared to Harten’s approach (using central interpolation). It is reminded that Harten’s encoding algorithm (using central interpolation) forms the basis of the multiresolution scheme of Holmstrom [23] and Alves et al. [3] for solving PDEs.

In Harten’s approach, the solution at each time step is represented on the finest grid, and one encodes and decodes the solution at each time step in order to calculate the interpolative errors. In other words, the interpolative errors are computed at all points of the fine grid at each mesh refinement step. Holmstrom [23], on the other hand, calculates the interpolative error coefficients only at the points that are in the adaptive grid; if a function value is needed that does not exist in the present grid, the function value is interpolated recursively from coarser scales. In the algorithm of Alves et al. [3], one also adds to the grid the points that were used to predict the function values at all the previously added points in order to compute the interpolative error during the next mesh adaptation. Therefore, in the approach of Alves et al. when a point $y_{j,k}$ ($0 \leq k \leq 2^j - 1$ and $J_{\min} \leq j \leq J_{\max} - 1$) is added to the grid, one also include its parents, which were used to predict the function value at that point. The parents are not needed for approximating the given function to the prescribed accuracy but are included just for calculating the interpolative error coefficient at the point $y_{j,k}$ during the next mesh adaptation. In the proposed algorithm, on the other hand, whenever a point is being checked for inclusion in the adaptive grid, we predict the function value at that point only from the points already existing in the adaptive grid. Hence, if that point is inserted in the grid, we do not need to add any extra points (i.e., its parents). This also alleviates the task of keeping track of the parents from the rest of the points, as in the approach of Alves et al., and the task of recursively calculating the function values from the coarser resolution levels as is done in the approach of Holmstrom. Next, we give several examples to compare the proposed grid adaptation approach with the algorithm of Alves et al. [3] for solving evolution PDEs.

Example 4. First we consider a very simple example. For this example, we consider a dyadic grid $V_4$ and the function

$$g(x) = \begin{cases} 1, & x = x_{4,k}, \\ 0, & \text{otherwise}, \end{cases}$$

with an impulse located at $x = k/2^4$, where $0 \leq k \leq 16$. Let $J_{\min} = 0$, $J_{\max} = 4$, $p = 1$, $\epsilon = 0.1$, and $N_1 = N_2 = 1$. Table 3.3 shows the number of grid points used by the proposed grid adaptation algorithm $N_{g_p}$ and the number of points $N_{gA}$ used
Table 3.3
Example 4. Comparison of the proposed algorithm with the algorithm of Alves et al.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( N_{gs} )</th>
<th>( N_{gA} )</th>
<th>( N_{gs}/N_{gA} )</th>
<th>( k )</th>
<th>( N_{gs} )</th>
<th>( N_{gA} )</th>
<th>( N_{gs}/N_{gA} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
<td>9</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>9</td>
<td>0.61</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>6</td>
<td>0.83</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>9</td>
<td>0.78</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>0.92</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>8</td>
<td>0.75</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>12</td>
<td>0.92</td>
<td>13</td>
<td>5</td>
<td>7</td>
<td>0.71</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>9</td>
<td>0.67</td>
<td>14</td>
<td>7</td>
<td>9</td>
<td>0.78</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>12</td>
<td>0.75</td>
<td>15</td>
<td>4</td>
<td>6</td>
<td>0.67</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>9</td>
<td>0.67</td>
<td>16</td>
<td>9</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>13</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4
Example 5. Comparison of the proposed algorithm with the algorithm of Alves et al.

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( N_{gs} )</th>
<th>( N_{gA} )</th>
<th>( N_{gs}/N_{gA} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>10^{-3}</td>
<td>53</td>
<td>93</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>10^{-3}</td>
<td>108</td>
<td>185</td>
</tr>
</tbody>
</table>

by the grid adaptation scheme of Alves et al. [3] for \( k = 0, \ldots, 16 \). We found that when the impulse is located at either the left boundary (\( k = 0 \)) or the right boundary (\( k = 16 \)) or in the middle of the domain (\( k = 8 \)), both the traditional approach and the proposed approach result in the same grid. For all other cases, the grids generated are different. Moreover, we see that the proposed algorithm results in a fewer number of grid points. For this example, the proposed algorithm outperforms the algorithm of Alves et al. [3] by up to 33%.

Example 5. We again consider the functions \( g_1 \) and \( g_2 \) given by (3.18) and (3.19), respectively, and a grid with \( J_{\min} = 2 \) and \( J_{\max} = 10 \). This time we set \( N_1 = N_2 = 1 \) in the proposed grid adaptation algorithm. Table 3.4 gives the number of points used by the proposed grid adaptation algorithm \( N_{gs} \) and the number of points \( N_{gA} \) used by the grid adaptation scheme of Alves et al. [3]. For this example, we observe that the proposed grid adaptation algorithm outperforms the algorithm of Alves et al. [3] by up to 43%.

We are now ready to present the algorithm for solving the (IBVP) on an adaptive, nonuniform grid.

4. Numerical solution of the IBVP for evolution equations. The numerical scheme for discretizing (IBVP) depends on \( f(u_{xx}, u_x, u, x) \). The proposed grid adaptation algorithm will work for many numerically stable discretization schemes for (IBVP). We use different schemes for the numerical examples discussed in this paper, depending on the problem. Hence, in the next section, we describe only the techniques we use for calculating the spatial derivatives \( u_x \) and \( u_{xx} \) on the nonuniform grid, and we state the numerical schemes in the examples themselves.

4.1. Calculation of spatial derivatives. To calculate the derivative \( u_x \) on the adaptive nonuniform grid \( \text{Grid}_{\text{new}} \), we use the weighted ENO (WENO) scheme [27, 28, 33, 39] on nonuniform grids. To this end, let the nonuniform grid be given as in (3.5). Now define

\[
D^+ u^n_{j, k_i} = \frac{u^n_{j+1, k_i+1} - u^n_{j, k_i}}{x_{j+1, k_i+1} - x_{j, k_i}} \quad \text{and} \quad D^- u^n_{j, k_i} = \frac{u^n_{j, k_i} - u^n_{j-1, k_i-1}}{x_{j, k_i} - x_{j-1, k_i-1}}.
\]
A third-order ENO approximation [22, 42, 43] to \((u_x^n)_{j_i,k_i} = u_x^\pm(x_{j_i,k_i}, t_n)\) is given by one of the following expressions:

\[(4.2a)\]
\[
\left((u_x^n)_{j_i,k_i}\right)_1 = \frac{v_1}{3} - \frac{7v_2}{6} + \frac{11v_3}{6},
\]

or

\[(4.2b)\]
\[
\left((u_x^n)_{j_i,k_i}\right)_2 = -\frac{v_2}{6} + \frac{5v_3}{6} + \frac{v_4}{3},
\]

or

\[(4.2c)\]
\[
\left((u_x^n)_{j_i,k_i}\right)_3 = \frac{v_3}{3} + \frac{5v_4}{6} - \frac{v_5}{6},
\]

where, for calculating \((u_x^n)_{j_i,k_i}\), we use \(v_1 = D^-u_{j_i-2,k_i-2}^n\), \(v_2 = D^-u_{j_i-1,k_i-1}^n\), \(v_3 = D^-u_{j_i,k_i}^n\), \(v_4 = D^-u_{j_i+2,k_i+2}^n\), \(v_5 = D^-u_{j_i+1,k_i+1}^n\), and, for calculating \((u_x^n)_{j_i,k_i}\), we use \(v_1 = D^+u_{j_i+2,k_i+2}^n\), \(v_2 = D^+u_{j_i+1,k_i+1}^n\), \(v_3 = D^+u_{j_i,k_i}^n\), \(v_4 = D^+u_{j_i-1,k_i-1}^n\), \(v_5 = D^+u_{j_i-2,k_i-2}^n\).

The basic idea behind a third-order ENO scheme is to choose either \((u_x^n)_{j_i,k_i}^{\pm,1}\) or \((u_x^n)_{j_i,k_i}^{\pm,2}\) or \((u_x^n)_{j_i,k_i}^{\pm,3}\) for approximating \((u_x^n)_{j_i,k_i}\) by choosing the smoothest possible polynomial interpolation of \(u\).

It is reminded that a WENO approximation of \((u_x^n)_{j_i,k_i}\) is a convex combination of the approximations in (4.2a), (4.2b), and (4.2c), that is,

\[(4.3)\]
\[
(u_x^n)_{j_i,k_i} = \sum_{\ell=1}^{3} \omega_\ell (u_x^n)_{j_i,k_i}^{\pm,\ell},
\]

where \(0 \leq \omega_\ell \leq 1\) for \(\ell = 1, 2, 3\) and \(\omega_1 + \omega_2 + \omega_3 = 1\). The weights for fifth-order accuracy are given by [27, 39]

\[(4.4)\]
\[
\omega_\ell = \frac{\alpha_\ell}{\alpha_1 + \alpha_2 + \alpha_3}, \quad \ell = 1, 2, 3,
\]

where

\[(4.5)\]
\[
\alpha_\ell = \frac{\bar{\alpha}_\ell}{(S_\ell + \delta)^2}, \quad \ell = 1, 2, 3,
\]

\[(4.6)\]
\[
S_1 = \frac{13}{12} (v_1 - 2v_2 + v_3)^2 + \frac{1}{4} (v_1 - 4v_2 + 3v_3)^2,
\]

\[(4.7)\]
\[
S_2 = \frac{13}{12} (v_2 - 2v_3 + v_4)^2 + \frac{1}{4} (v_2 - v_4)^2,
\]

\[(4.8)\]
\[
S_3 = \frac{13}{12} (v_3 - 2v_2 + v_5)^2 + \frac{1}{4} (3v_3 - 4v_4 + v_5)^2,
\]

and

\[(4.9)\]
\[
\bar{\alpha}_1 = 0.1, \quad \bar{\alpha}_2 = 0.6, \quad \bar{\alpha}_3 = 0.3.
\]

In (4.5), \(\delta\) is used to prevent the denominator from becoming zero. In our computations, we have used \(\delta = 10^{-6}\).

For the sake of brevity, we denote the cell walls by

\[(4.10)\]
\[
x_{j_i-1/2,k_i-1/2} = \frac{x_{j_i-1,k_i-1} + x_{j_i,k_i}}{2}, \quad x_{j_i+1/2,k_i+1/2} = \frac{x_{j_i,k_i} + x_{j_i+1,k_i+1}}{2}.
\]
In order to calculate \((u_{xx})_{j,k}^n = u_{xx}(x_{j,k}, t_n)\) on a nonuniform grid (3.5), we use the centered second difference scheme [46]

\[
(u_{xx})_{j,k}^n = \frac{1}{x_{j+1/2,k+1/2} - x_{j-1/2,k-1/2}} \left( \frac{u_{j,k}^n - u_{j-1,k}^n - x_{j,k} - x_{j-1,k}}{x_{j+1,k+1} - x_{j,k+1}} - \frac{u_{j,k}^n - u_{j-1,k}^n - x_{j,k} - x_{j-1,k}}{x_{j+1,k-1} - x_{j,k-1}} \right)
\]

(4.11)

We are now ready to give the algorithm for solving the (IBVP) for evolution equation (2.1).

### 4.2. Solution of the (IBVP) for evolution PDEs.

Based on the problem, the desired accuracy, and the computational hardware, we choose the minimum resolution level \(J_{\text{min}}\), the maximum resolution level \(J_{\text{max}}\), the threshold \(\epsilon\), the order of the interpolating polynomial \(p\), and the parameters \(N_1, N_2\) required for the grid adaptation algorithm described in section 3.3. The final time \(t_f\) is assumed to be given.

To solve (IBVP) on an adaptive grid, we first initialize \(\text{Grid}_{\text{old}} = \mathcal{V}_{J_{\text{max}}}, \mathcal{U}_{\text{old}} = \{g(x_{\text{max}},k)\}_{k=0}^{J_{\text{max}}}\) and set \(t = 0, n = 0^4\). Then the algorithm proceeds as follows.

**Step 1.** Given \(\text{Grid}_{\text{old}}, \mathcal{U}_{\text{old}}, \) find the new grid \(\text{Grid}_{\text{new}}\) and the function values at all the points in \(\text{Grid}_{\text{new}}\), \(\mathcal{U}_{\text{new}} = \{u_{j,k}^n : x_{j,k} \in \text{Grid}_{\text{new}}\}\) using the grid adaptation algorithm given in section 3.3. The new grid \(\text{Grid}_{\text{new}}\) is the grid on which we will propagate the solution from time \(t\) to time \(t + \Delta t_{\text{adapt}}\), where \(\Delta t_{\text{adapt}} = k\Delta t_n (k \in \mathbb{N})\) is the time after which the grid should be adapted again. For hyperbolic equations,

\[
\Delta x_{\text{min}} = \min_{\text{Grid}_{\text{new}}} (x_{j+1,k+1} - x_{j,k})
\]

(4.12)

where \(\Delta x_{\text{min}} = \min_{\text{Grid}_{\text{new}}} (x_{j+1,k+1} - x_{j,k})\). The reader is referred to [46, 39] for details on computing the wave speed. For all other evolution equations, use \(k = 1\).

**Step 2.** Compute the solution at time \(t = t_{n+1}\) at all the points belonging to \(\text{Grid}_{\text{new}}, \mathcal{U}_{\text{new}} = \{u_{j,k}^{n+1} : x_{j,k} \in \text{Grid}_{\text{new}}\}\) using any numerically stable scheme and increment \(n\) by 1. Keep on repeating this step while \(t < \Delta t_{\text{adapt}}\). If \(t \geq t_f\), terminate the algorithm.

**Step 3.** Reassign the sets: \(\text{Grid}_{\text{old}} \leftarrow \text{Grid}_{\text{new}}, \mathcal{U}_{\text{old}} \leftarrow \mathcal{U}_{\text{new}}\). It should be noted that we do not interpolate the function values at the finest level during the mesh refinement process. In the proposed mesh refinement algorithm, we check only the retained points in \(\text{Grid}_{\text{old}}\) to further add and remove points in the grid. The interpolative error coefficients are computed only at the points \(y_{j,k} \in \text{Grid}_{\text{old}}\), and the solution \(\mathcal{U}_{\text{old}}\) for all \(y_{j,k} \in \text{Grid}_{\text{old}}\) is known from the previous step.

**Step 4.** Calculate the new time at which the next mesh adaptation should take place \(t_{\text{adapt}} = t + \Delta t_{\text{adapt}}\). Go to Step 1.

**Remark 3.** As pointed out earlier, \(\Delta t_n\) is computed based on the CFL condition [46] for hyperbolic equations and the von Neumann condition [46] for all other evolution equations. For both the CFL condition and the von Neumann condition, \(\Delta t_n\) depends on \(\Delta x_{\text{min}}\). Hence, in the proposed algorithm, \(\Delta t_n\) changes adaptively depending on \(\Delta x_{\text{min}}\), which also changes adaptively.

---

4 In case of hardware limitations, we suggest using \(\text{Grid}_{\text{old}} = \mathcal{V}_{J_{\text{int}}}, \mathcal{U}_{\text{old}} = \{g(x_{J_{\text{int}},k})\}_{k=0}^{J_{\text{int}}}\), where \(J_{\text{min}} < J_{\text{int}} < J_{\text{max}}\) is chosen based on the specific computational hardware used.
5. **Numerical examples.** In this section, we present several examples to demonstrate the stability and robustness of our algorithm. These examples also illustrate the ability of the algorithm to automatically capture and follow any existing or self-sharpening features of the solution that develop in time.

**Example 6.** Consider a nonlinear conservation law

\[(5.1)\quad u_t + (F(u))_x = 0.\]

To ensure that shocks and other steep gradients move at the right speed, (5.1) should be written in a discrete conservation form [31, 39]:

\[(5.2)\quad u^n_{j+1, k_i} = u^n_{j, k_i} - \Delta t^n_{n+1} \frac{F^n_{j+1/2, k_i+1/2} - F^n_{j-1/2, k_i-1/2}}{x_{j+1/2, k_i+1/2} - x_{j-1/2, k_i-1/2}},\]

where \(F^n_{j\pm 1/2, k_i\pm 1/2} = F(x_{j\pm 1/2, k_i\pm 1/2}, t^n).\) For a specific example, we consider the inviscid Burgers’ equation

\[(5.3)\quad u_t + \left(\frac{1}{2}u^2\right)_x = 0.\]

We use the same smooth initial condition and the Dirichlet boundary condition as in [3], that is,

\[(5.4)\quad g(x) = \sin(2\pi x) + \frac{1}{2} \sin(\pi x), \quad u(0, t) = u(1, t) = 0,\]

to check the ability of the proposed algorithm to capture the shock. The solution is a wave that develops a very steep gradient and subsequently moves towards \(x = 1.\) Because of the zero boundary values, the wave amplitude diminishes with increasing time.

For solving (5.3)–(5.4), we use (5.2) along with the ENO–Roe scheme proposed by Shu and Osher [43] on a nonuniform grid for calculating the numerical flux functions \(F^n_{j\pm 1/2, k_i\pm 1/2}.\) For temporal integration, we use a third-order total variation diminishing (TVD) Runge–Kutta (RK) scheme [42]. The numerical solution at times \(t = 0 \text{ seconds (s)}, t = 0.158 \text{ s}, \) \(t = 0.5 \text{ s},\) and \(t = 1 \text{ s}\) using a grid with \(J_{\text{min}} = 4\) and \(J_{\text{max}} = 12\) are shown in Figure 5.1a. The other parameters used in the grid adaptation procedure are \(p = 3, \epsilon = 0.01,\) and \(N_1 = N_2 = 1.\) Figure 5.1 also shows the grid point distribution in the adaptive mesh at times \(t = 0 \text{ s}, t = 0.1 \text{ s}, t = 0.158 \text{ s},\) and \(t = 1 \text{ s}.\)

We see that, as the shock continues to develop, the algorithm adds points at the finer levels of resolution in the region where the shock is developing and removes points from the regions where the solution is getting smoother. Similar conclusions can be drawn by looking at the time evolution of the number of grid points (Figure 5.1f). We observe that the number of grid points increases as the shock continues to develop, and once the solution is smooth everywhere except for the region of the shock, the number of grid points remains pretty much steady, with the number of grid points oscillating about a mean value of 43 points. This shows that the proposed strategy uses only the grid points that are actually necessary to attain a given precision, and the algorithm is able to add and remove points when and where is needed.

A comparison of CPU times for the uniform and adaptive grids, along with the \(L_1\) error \((E_1(u))\) between the solution of the proposed multiresolution algorithm and the fine grid solution evaluated at grid \(\mathcal{V}_{J_{\text{max}}},\) and the number of grid points used by
Fig. 5.1. Example 6. Parameters used in the simulation are $J_{\text{min}} = 4$, $J_{\text{max}} = 12$, $p = 1$, $\epsilon = 0.01$, and $N_1 = N_2 = 1$.

the proposed algorithm at the final time step for different $J_{\text{max}} = 8, 9, 10, 11, 12$ are summarized in Table 5.1. We observe a major speedup in the computational time compared to the uniform mesh, and the speedup factors increase at an approximate rate of two. The proposed approach results in speedup factors that are higher than those reported in [3]. For scale $J_{\text{max}} = 12$, the speedup factor using the proposed approach is 63.7, which is about 27% higher than the one reported in [3]. It is reminded that we chose $N_1 = 1$ and Alves et al. [3] chose $N_1 = 2$, which implies that,
in our case, mesh refinement was performed twice as many times as was performed in [3] for the same problem, and, even then, the speedup factor is 27% higher than the one reported in [3]. The $L_1$ errors ($E_1(u)$) along with the number of grid points used by the proposed algorithm at times $t = 0.158 \text{s}$, $t = 0.5 \text{s}$, and $t = 1 \text{s}$ for $J_{\text{max}} = 12$ have been summarized in Table 5.2.

In the next two examples, we consider HJ equations, that is, evolution equations as in (2.1), where
\begin{equation}
 f(u_{xx}, u_x, u, x) = f(u_x).
 \end{equation}
For discretizing $f(u_x)$, we use the Lax–Friedrich’s (LF) scheme [16, 39, 40, 43]
\begin{equation}
 f(u_x) = f_{\text{LF}}(u_x^- - u_x^+ - \frac{1}{2} \alpha^x (u_x^+ - u_x^-)),
 \end{equation}
where, $\alpha^x = \max_{u_x \in I^x} |f_1(u_x)|$, $f_1$ is the partial derivative of $f$ with respect to $u_x$, $I^x = [u_x^{\text{min}}, u_x^{\text{max}}]$, and the minimum and the maximum values of $u_x$ are identified by considering all the values of $u_x^-$ and $u_x^+$ on the nonuniform grid.

**Example 7.** First, we consider the HJ equation with convex $f(u_x)$, taken from [40]:
\begin{equation}
 u_t + \frac{(u_x + 1)^2}{2} = 0,
 \end{equation}
with the initial condition and the periodic boundary condition as in [40], that is,
\begin{equation}
 g(x) = -\cos \pi x, \quad u(-1, t) = u(1, t), \quad -1 \leq x < 1.
 \end{equation}

For solving the problem using the proposed algorithm, we first convert the above mentioned problem from $x \in [-1, 1]$ to $\tilde{x} \in [0, 1]$ by using a simple change of variables $x = 2\tilde{x} - 1$. With a slight abuse of notation, we denote $\tilde{x}$ by $x$, and hence the problem(5.7)–(5.8) transforms to
\begin{equation}
 u_t + \frac{(\frac{1}{2}u_x + 1)^2}{2} = 0,
 \end{equation}
where, $\alpha^x = \max_{u_x \in I^x} |f_1(u_x)|$, $f_1$ is the partial derivative of $f$ with respect to $u_x$, $I^x = [u_x^{\text{min}}, u_x^{\text{max}}]$, and the minimum and the maximum values of $u_x$ are identified by considering all the values of $u_x^-$ and $u_x^+$ on the nonuniform grid.
with the initial condition and the periodic boundary condition

\begin{align}
(5.10) \quad g(x) = -\cos \pi (2x - 1), \quad u(0, t) = u(1, t).
\end{align}

The derivatives \( u_\alpha^+ \), \( u_\alpha^- \) in the LF discretization are approximated using a WENO scheme, and the temporal integration is performed using a third-order TVD RK scheme. The numerical solution at times \( t = 0, s, t = 1.5/\pi^2 s, t = 3.5/\pi^2 s, t = 7/\pi^2 s, t = 10/\pi^2 s, \) and \( t = 14/\pi^2 s \) using a grid with \( J_{\text{min}} = 4 \) and \( J_{\text{max}} = 12 \) are shown in Figure 5.2a. The other parameters used in the grid adaptation algorithm are \( p = 3, \epsilon = 0.001, \) and \( N_1 = N_2 = 2. \) Figure 5.2 also shows the grid point distribution in the adaptive mesh at times \( t = 0, s, t = 3.5/\pi^2 s, t = 7/\pi^2 s, \) and \( t = 14/\pi^2 s. \) We see that as the kink continues to develop, the algorithm adds points at the finer levels of resolution in the region where the kink is developing and removes points from the regions where the solution is getting smoother and smoother. As HJ equation (5.9) continues to evolve further in time, the discontinuity in the first derivative of the solution is smoothing out, and, as a result, the algorithm starts removing points from the finer levels of resolution. This, again, demonstrates that the proposed strategy uses only the grid points that are actually necessary to attain a given precision, and the algorithm is able to add and remove points when and where needed. The \( L_1 \) errors \((E_1(u))\) along with the number of grid points used by the proposed algorithm at times \( t = 1.5/\pi^2 s, t = 3.5/\pi^2 s, t = 7/\pi^2 s, t = 10/\pi^2 s, \) and \( t = 14/\pi^2 s \) for \( J_{\text{max}} = 12 \) have been summarized in Table 5.3.

**Example 8.** Next, we consider the HJ equation with nonconvex \( f(u_x), \)

\begin{align}
(5.11) \quad u_t - \cos (\alpha u_x + 1) = 0,
\end{align}

with

\begin{align}
(5.12) \quad g(x) = -\cos \pi (2x - 1), \quad u(0, t) = u(1, t),
\end{align}

where \( \alpha \) is a constant. We again use an LF scheme (5.6) for solving the IBVP (5.11)–(5.12). The derivatives \( u_\alpha^+ \), \( u_\alpha^- \) in the LF discretization are approximated using a WENO scheme, and the temporal integration is performed using a third-order TVD RK scheme.

The choice of \( \alpha = 0.5 \) results in the commonly used test problem for one-dimensional (1-D) HJ equations given in [40]. In order to make the problem more interesting and challenging, in this work, we consider two more choices for \( \alpha \), namely, \( \alpha = 1 \) and \( \alpha = 1.5. \) The choices \( \alpha = 1 \) and \( \alpha = 1.5 \) result in more kinks in the solution at time \( t = 1.5/\pi^2 s. \) The numerical solutions for all the cases at time \( t = 1.5/\pi^2 s \) using a grid with \( J_{\text{min}} = 4 \) and \( J_{\text{max}} = 12 \) along with the corresponding grid point distributions are shown in Figure 5.3. The other parameters used in the grid adaptation algorithm are \( p = 3, \epsilon = 0.001, \) and \( N_1 = N_2 = 2. \) The solutions at \( t = 1.5/\pi^2 s \) for \( \alpha = 0.5, 0.1, \) and \( 1.5 \) have two, four, and six kinks, respectively. We once again observe that the proposed algorithm is able to capture all the kinks in the solutions accurately by adding points at the finer resolution levels in the region of kinks, while resolving the smoother regions using only the points at the coarse resolution levels. The \( L_1 \) errors \((E_1(u))\) along with the number of grid points used by the proposed algorithm at time \( t = 1.5/\pi^2 s \) for \( \alpha = 0.5, 1, 1.5, \) and \( J_{\text{max}} = 12 \) have been summarized in Table 5.4.
Fig. 5.2. Example 7. Parameters used in the simulation are $J_{\text{min}} = 4$, $J_{\text{max}} = 12$, $p = 3$, $\epsilon = 0.001$, and $N_1 = N_2 = 2$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$N_{\text{ig}}$ in Grid_{new}</th>
<th>$C$ (%)</th>
<th>$E_1(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5/$\pi^2$</td>
<td>52</td>
<td>98.73</td>
<td>$1.7603 \times 10^{-3}$</td>
</tr>
<tr>
<td>3.5/$\pi^2$</td>
<td>50</td>
<td>98.78</td>
<td>$4.2828 \times 10^{-3}$</td>
</tr>
<tr>
<td>7/$\pi^2$</td>
<td>39</td>
<td>99.05</td>
<td>$5.4194 \times 10^{-3}$</td>
</tr>
<tr>
<td>10/$\pi^2$</td>
<td>44</td>
<td>98.93</td>
<td>$6.0113 \times 10^{-3}$</td>
</tr>
<tr>
<td>14/$\pi^2$</td>
<td>31</td>
<td>99.24</td>
<td>$6.5118 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
Fig. 5.3. Example 8. Parameters used in the simulation are $J_{\text{min}} = 4$, $J_{\text{max}} = 12$, $p = 3$, $\epsilon = 0.001$, and $N_1 = N_2 = 2$.

**Table 5.4**

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$N_g$ in Grid new</th>
<th>$E_1(u)$ ge</th>
<th>$E_1(u)$ norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>44</td>
<td>98.93</td>
<td>$1.1259 \times 10^{-3}$</td>
</tr>
<tr>
<td>1</td>
<td>120</td>
<td>97.07</td>
<td>$8.8733 \times 10^{-4}$</td>
</tr>
<tr>
<td>1.5</td>
<td>125</td>
<td>96.95</td>
<td>$5.6106 \times 10^{-4}$</td>
</tr>
</tbody>
</table>
The solution $u$ represents the temperature of a reactant in a chemical system, $a$ is the heat release, $\delta$ is the activation energy, and $R$ is the reaction rate. For small times, the temperature gradually increases from unity with a “hot spot” forming at $x = 0$. After some finite time, ignition occurs, and the temperature at $x = 0$ jumps rapidly from near unity to near $1 + a$. A flame front then forms and propagates towards $x = 1$ with a speed proportional to $e^{a\delta}/(1 + a)$. In real problems, $a$ is close to unity and $\delta$ is large, thus the flame front moves exponentially fast after the ignition. We use the same problem parameters as in [25, 41], namely, $a = 1, R = 5$, and $\delta = 30$. This is the same problem as the one given in [2], except for the value of the parameter $\delta$, which in [2] is taken to be 20. Instead, we consider $\delta = 30$ as in [25, 41], since the flame layer in this case is much thinner, and higher mesh adaptation is required. We use (4.11) to discretize $u_{xx}$ and use a third-order TVD RK scheme for temporal integration. To illustrate how we apply the Neumann boundary condition on a nonuniform grid, we again consider a grid of the form (3.5). To apply the Neumann boundary condition $u_{x}(0, t) = 0$, we introduce a fictitious node $x_{j-1,k-1} = -x_{j1,k1}$, which lies outside the physical domain, and approximate the boundary condition by

$$
(u_{x})_{j0,k0} = \frac{u^{n}_{j1,k1} - u^{n}_{j-1,k-1}}{x_{j1,k1} - x_{j-1,k-1}} = 0,
$$

which implies $u^{n}_{j-1,k-1} = u^{n}_{j1,k1}$. Hence, at the boundary $x = 0$, (4.11) reduces to

$$
(u_{xx})_{j0,k0} = \frac{2\left(\frac{u^{n}_{j1,k1} - u^{n}_{j0,k0}}{x_{j1,k1} - x_{j0,k0}} - \frac{u^{n}_{j0,k0} - u^{n}_{j-1,k-1}}{0 - x_{j-1,k-1}}\right)}{x_{j1,k1} - x_{j-1,k-1}} = \frac{2(u^{n}_{j1,k1} - u^{n}_{j0,k0})}{(x_{j1,k1})^2}.
$$

The numerical solutions at times $t = 0$ s, $t = 0.24$ s, $t = 0.241$ s, and $t = 0.244$ s using a grid with $J_{\min} = 4$ and $J_{\max} = 12$ are shown in Figure 5.4a. The other parameters used in the grid adaptation algorithm are $p = 3$, $\epsilon = 10^{-5}/2J_{\max}^{-2}$, and $N_1 = N_2 = 1$. One of the main challenges of this problem is the fact that one needs to use a very small time step to capture the transition layer during the time of ignition. This is achieved automatically by the proposed algorithm, since the algorithm is adaptive both in time and space. As the mesh gets refined, the $\Delta t_n$ in the proposed algorithm for the solution of evolution PDEs given in section 4.2 also decreases. We see from Figure 5.4f that for time $t < 0.195$ s, the proposed algorithm found the solution using only about 50 to 65 points. Starting from $t = 0.195$ s to $t = 0.2385$ s, the algorithm slowly increased the number of points to around 95 points and thereafter added points at finer levels starting at $t = 0.2385$ s. As points from finer grid levels are being added, the algorithm automatically decreases the time step and is able to capture the transition layer during the time of ignition. The $L_1$ errors ($E_1(u)$) along with the number of grid points used by the proposed algorithm at times $t = 0.24$ s, $t = 0.241$ s, and $t = 0.244$ s for $J_{\max} = 12$ have been summarized in Table 5.5.

---

Example 9. Consider the scalar reaction-diffusion problem that appears in combustion problems [25, 41]:

$$
u_t - u_{xx} - \frac{Re^\delta}{a^\delta}(1 + a - u) e^{-\delta/u} = 0,
$$

$$u_x(0, t) = 0, \quad u(1, t) = 1, \quad u(x, 0) = 1.
$$

The solution $u$ represents the temperature of a reactant in a chemical system, $a$ is the heat release, $\delta$ is the activation energy, and $R$ is the reaction rate. For small times, the temperature gradually increases from unity with a “hot spot” forming at $x = 0$. After some finite time, ignition occurs, and the temperature at $x = 0$ jumps rapidly from near unity to near $1 + a$. A flame front then forms and propagates towards $x = 1$ with a speed proportional to $e^{a\delta}/(1 + a)$. In real problems, $a$ is close to unity and $\delta$ is large, thus the flame front moves exponentially fast after the ignition. We use the same problem parameters as in [25, 41], namely, $a = 1, R = 5$, and $\delta = 30$. This is the same problem as the one given in [2], except for the value of the parameter $\delta$, which in [2] is taken to be 20. Instead, we consider $\delta = 30$ as in [25, 41], since the flame layer in this case is much thinner, and higher mesh adaptation is required. We use (4.11) to discretize $u_{xx}$ and use a third-order TVD RK scheme for temporal integration. To illustrate how we apply the Neumann boundary condition on a nonuniform grid, we again consider a grid of the form (3.5). To apply the Neumann boundary condition $u_{x}(0, t) = 0$, we introduce a fictitious node $x_{j-1,k-1} = -x_{j1,k1}$, which lies outside the physical domain, and approximate the boundary condition by

$$
(u_{x})_{j0,k0} = \frac{u^{n}_{j1,k1} - u^{n}_{j-1,k-1}}{x_{j1,k1} - x_{j-1,k-1}} = 0,
$$

which implies $u^{n}_{j-1,k-1} = u^{n}_{j1,k1}$. Hence, at the boundary $x = 0$, (4.11) reduces to

$$
(u_{xx})_{j0,k0} = \frac{2\left(\frac{u^{n}_{j1,k1} - u^{n}_{j0,k0}}{x_{j1,k1} - x_{j0,k0}} - \frac{u^{n}_{j0,k0} - u^{n}_{j-1,k-1}}{0 - x_{j-1,k-1}}\right)}{x_{j1,k1} - x_{j-1,k-1}} = \frac{2(u^{n}_{j1,k1} - u^{n}_{j0,k0})}{(x_{j1,k1})^2}.
$$

The numerical solutions at times $t = 0$ s, $t = 0.24$ s, $t = 0.241$ s, and $t = 0.244$ s using a grid with $J_{\min} = 4$ and $J_{\max} = 12$ are shown in Figure 5.4a. The other parameters used in the grid adaptation algorithm are $p = 3$, $\epsilon = 10^{-5}/2J_{\max}^{-2}$, and $N_1 = N_2 = 1$. One of the main challenges of this problem is the fact that one needs to use a very small time step to capture the transition layer during the time of ignition. This is achieved automatically by the proposed algorithm, since the algorithm is adaptive both in time and space. As the mesh gets refined, the $\Delta t_n$ in the proposed algorithm for the solution of evolution PDEs given in section 4.2 also decreases. We see from Figure 5.4f that for time $t < 0.195$ s, the proposed algorithm found the solution using only about 50 to 65 points. Starting from $t = 0.195$ s to $t = 0.2385$ s, the algorithm slowly increased the number of points to around 95 points and thereafter added points at finer levels starting at $t = 0.2385$ s. As points from finer grid levels are being added, the algorithm automatically decreases the time step and is able to capture the transition layer during the time of ignition. The $L_1$ errors ($E_1(u)$) along with the number of grid points used by the proposed algorithm at times $t = 0.24$ s, $t = 0.241$ s, and $t = 0.244$ s for $J_{\max} = 12$ have been summarized in Table 5.5.

---

Note that $x_{j0,k0} = 0$. 

---
Fig. 5.4. Example 9. Parameters used in the simulation are $J_{\min} = 4$, $J_{\max} = 12$, $p = 3$, $\epsilon = 10^{-5}/2^{J_{\max}-1}$, and $N_1 = N_2 = 1$.

Table 5.5.

Example 9. $L_1$ errors at different times for $J_{\max} = 12$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$N_{Grid}$ in Gridnew</th>
<th>$C$ (%)</th>
<th>$E_1(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.24</td>
<td>137</td>
<td>96.66</td>
<td>$4.6714 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.241</td>
<td>227</td>
<td>94.46</td>
<td>$3.4834 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.244</td>
<td>180</td>
<td>95.61</td>
<td>$3.2098 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
Finally, we consider a Riemann initial value problem (shock tube) for the Euler equations of gas dynamics as follows:

\begin{equation}
\frac{du}{dt} + f(u)_x = 0,
\end{equation}

where

\begin{equation}
\begin{aligned}
&u(x, 0) = \\
&\begin{cases}
&u_L, \quad x < 0.5, \\
&u_R, \quad x > 0.5,
\end{cases}
\end{aligned}
\end{equation}

\begin{equation}
u = \frac{m}{\rho} \text{ is the velocity, and}
\end{equation}

\begin{equation}
p = (\gamma - 1) \left( E - \frac{\rho u^2}{2} \right)
\end{equation}

\begin{equation}f(u) = \nu u + [0 \ p \ \nu^T],
\end{equation}

\begin{equation}
\rho, \ m, \ E \text{ are the gas density, momentum, total energy per unit volume, respectively,}
\end{equation}

The basic idea behind the characteristic scheme is to transform the nonlinear system (5.17) to a system of (nearly) independent scalar conservation laws and discretize each scalar conservation law independently in an upwind biased fashion. Then we transform the discretized system back to the original variables. We use the ENO–Roe fix scheme [43] on a nonuniform grid for obtaining the numerical flux function $F^n_{j+1/2}$, $k_{1/2}$ in the scalar field, and we use a third-order TVD RK scheme for temporal integration.

The numerical solution of the density $\rho(x, t)$ along with the grid point distributions in the adaptive mesh for Sod’s problem and Lax’s problem at times $t = 0.2s$, $t = 0.13s$, respectively, using a grid with $J_{\text{min}} = 4$ and $J_{\text{max}} = 12$ are shown in Figure 5.5. The other parameters used in the grid adaptation procedure are $p = 3$, $\epsilon = 0.001$, and $N_1 = N_2 = 2$. Figure 5.5 also shows the time evolution of the number of grid points for both Sod’s and Lax’s problems. The $L_1$ errors $(E_1(\rho), E_1(m)$, $E_1(E)$) along with the number of grid points used by the proposed algorithm for solving Sod’s problem at times $t = 0.05s$, $t = 0.1s$, $t = 0.15s$, and $t = 0.2s$ and Lax’s problem at times $t = 0.05s$, $t = 0.1s$, and $t = 0.13s$ for $J_{\text{max}} = 12$ are summarized in Table 5.6 and Table 5.7, respectively.
Fig. 5.5. Example 10. Parameters used in the simulation are $J_{\text{min}} = 4$, $J_{\text{max}} = 12$, $p = 3$, $\epsilon = 0.001$, and $N_1 = N_2 = 2$. 

6. Conclusions. In this paper, we have proposed a novel multiresolution scheme for data compression along with a new grid adaptation algorithm for solving evolution equations. Both are shown to outperform similar data compression and grid adaptation schemes in the literature. Specifically, we have shown that the proposed approach results in fewer grid points when compared to a common adaptive grid approach. For the examples considered here, we have observed savings of up to 43% in terms of the number of grid points and a gain of about 27% in terms of speedup factors. Several examples have demonstrated the stability and robustness of the proposed algorithm. In all examples considered, the algorithm adapted dynamically to any existing or emerging irregularities in the solution by automatically allocating more grid points to the region where the solution exhibited sharp features and fewer points to the region where the solution was smooth. As a result, the computational time and memory usage can be reduced, while maintaining an accuracy equivalent to the one obtained using a fine uniform mesh.

For the solution of evolution equations in which the mesh refinement is performed at each time step, that is, \( \Delta t_{\text{adapt}} = \Delta t \), choosing a value of \( N_1 > 1 \) will only result in more points in the grid; it will not decrease the frequency of mesh adaptation. For all other cases, the larger the \( N_1 \), the smaller the frequency of mesh adaptation will be, at the expense of a larger number of grid points in the adaptive grid. Hence, there is a trade-off between the frequency of mesh adaptation and the number of grid points. Our practical experience has shown that \( N_1 = N_2 = 2 \) is a good choice for solving hyperbolic equations. Future work should investigate the issue of how to choose the parameters \( N_1, N_2 \) in an optimal way, including the adaptivity of these parameters across the spatial domain.

Followup work should also concentrate on extending the proposed approach to multiple dimensions. It is expected that the savings in terms of CPU time and the number of grid points observed for the single spatial dimension case will be greater in multiple dimensions. One approach in this direction is to work directly with interpolating functions in higher dimensions and then follow the same approach as for the 1-D case. That is, use the error between the actual and interpolated values from neighboring points to determine which points to retain in the grid and which to remove. The challenge is to find a consistent way of selecting neighboring points. Another idea is to proceed in a dimension-by-dimension fashion. That is, to compute the interpolating functions in each dimension separately and then combine them to form the final grid. This approach has the advantage of being more efficient and easier to implement, but it may also introduce some additional complexity due to the need to handle multiple dimensions simultaneously.

---

**Table 5.6**

<table>
<thead>
<tr>
<th>( t )</th>
<th>( N_g ) in Grid</th>
<th>( C ) (%)</th>
<th>( E_1(\rho) )</th>
<th>( E_1(m) )</th>
<th>( E_1(E) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>212</td>
<td>94.83</td>
<td>1.0300 \times 10^{-4}</td>
<td>1.1859 \times 10^{-4}</td>
<td>2.9885 \times 10^{-4}</td>
</tr>
<tr>
<td>0.1</td>
<td>189</td>
<td>95.39</td>
<td>2.8712 \times 10^{-4}</td>
<td>3.2164 \times 10^{-4}</td>
<td>8.3684 \times 10^{-4}</td>
</tr>
<tr>
<td>0.15</td>
<td>173</td>
<td>95.78</td>
<td>4.9362 \times 10^{-4}</td>
<td>5.4437 \times 10^{-4}</td>
<td>1.4215 \times 10^{-3}</td>
</tr>
<tr>
<td>0.2</td>
<td>195</td>
<td>95.24</td>
<td>7.8443 \times 10^{-4}</td>
<td>8.1571 \times 10^{-4}</td>
<td>2.1954 \times 10^{-3}</td>
</tr>
</tbody>
</table>

**Table 5.7**

<table>
<thead>
<tr>
<th>( t )</th>
<th>( N_g ) in Grid</th>
<th>( C ) (%)</th>
<th>( E_1(\rho) )</th>
<th>( E_1(m) )</th>
<th>( E_1(E) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>272</td>
<td>93.36</td>
<td>5.6092 \times 10^{-5}</td>
<td>1.2380 \times 10^{-4}</td>
<td>7.7312 \times 10^{-4}</td>
</tr>
<tr>
<td>0.1</td>
<td>270</td>
<td>93.41</td>
<td>1.8641 \times 10^{-4}</td>
<td>4.1361 \times 10^{-4}</td>
<td>3.3487 \times 10^{-3}</td>
</tr>
<tr>
<td>0.13</td>
<td>267</td>
<td>93.48</td>
<td>2.7065 \times 10^{-4}</td>
<td>5.9612 \times 10^{-4}</td>
<td>4.9735 \times 10^{-3}</td>
</tr>
</tbody>
</table>
tive error coefficients at a particular point using an interpolation operator based on function values in the intermediate grid along one direction, while keeping the other coordinates fixed and repeating the same for all directions. These issues are left for future investigation.
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