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Abstract— The hierarchical decomposition of motion plan-
ning tasks into geometric path planning, followed by kin-
odynamic motion planning is useful for designing efficient
algorithms, but it entails the possibility of inconsistency between
the two layers of planning. In an earlier paper, we proposed a
general framework, based on rectangular cell decompositions,
for incorporating information about the kinodynamic behavior
of the vehicle in the geometric planning layer itself. In this
paper, we use this framework to design a geometric path
planning scheme whichsimultaneously finds an obstacle-free
channel of cells from the initial point to the goal, as well asa
vehicle state trajectory lying within that channel.

I. I NTRODUCTION

The tasks of motion planning and control rank among
the indispensable requirements for achieving autonomy for
mobile vehicles. Surveys of path planning and motion plan-
ning algorithms for mobile vehicles are available in [1]–[3].
Fundamentally, the motion planning problem – namely, that
of finding an obstacle-free trajectory from a given initial
point to a given destination in the environment – is a single
optimization problem, but due to the lack of numerically
efficient algorithms for its real-time solution, it is usually
decomposed and solved over two layers of hierarchy. The
higher – and more abstract – layer is the geometric path
planning layer, which is concerned with obstacle avoidance.
This layer produces a geometric, obstacle-freepath from
the initial point to the destination. The lower layer accounts
for the kinematic and dynamic constraints (abbreviated as
kinodynamicconstraints [4]) that real vehicles must obey, and
it involves smoothening of the geometric curve found by the
path planner, and then imposing a suitable time parametriza-
tion along this curve to obtain a referencetrajectory.

A widely used class of geometric path planning methods
is the class of methods based on rectangular cell decomposi-
tions. These methods partition the obstacle-free configuration
space into convex, non-overlapping regions, called cells,and
then search the associated topological graph for a sequence
of adjacent cells from the initial point to the goal [1, Ch.
5 and 6]. Multiresolution schemes that use cell decomposi-
tions of varying fine/coarse resolution are computationally
efficient, and examples of such schemes include the widely
used quadtree method [5], [6], and the wavelet-based cell
decomposition schemes in [7]–[9].The result of a geometric
path planning algorithm based on a cell decomposition is a
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finite sequence of cells leading from the initial point to the
destination. The task of the lower level planner is then to
compute a trajectory that lies completely within this channel.

Apart from the obvious lack of optimality, such a hierar-
chical approach to the motion planning problem may lead to
kinodynamically infeasible paths, since the geometric path
planner has no prior knowledge of the kinodynamic con-
straints of the vehicle. Therefore, a fundamental requirement
of hierarchical motion planning algorithms is a guarantee
of “compatibility” between the two levels of planning, i.e.,
a guarantee that the geometric path planning layer never
produces a path that may be infeasible for the vehicle to
follow. To provide such a guarantee, it is necessary to
characterize the kinodynamic feasibility of traversal of such
channels of cells. To provide such a guarantee, it is necessary
to incorporate some information about the characteristicsof
feasible trajectories of the vehicle in the geometric path
planning layer itself. To this end, in [10] we proposed a
framework for path planning based on cell decompositions,
which uses such information as a transition cost function
on an appropriately constructed graph. A key ingredient of
the approach in [10] was the availability of a consistent
manner for ranking “good” and “bad” sequences of cells.
In [11], we have proposed such an algorithm that ranks cell
sequences based on the existence of feasible paths within the
given sequence. In this paper, we use the results of [11], in
conjunction with the extended graph search algorithm of [10]
to obtain a generic path planning scheme which searches for
a channel of cells from the initial point to the goal, as well as
for a feasible path lying within that channel simultaneously,
thus guaranteeing (by construction) that the channel will
always contain a feasible path.

Our work is related to the work of Refs. [12]–[14], with
some critical differences which we highlight here. Refer-
ences [12]–[14] consider a triangular decomposition of the
environment and use controllers (designed in [12]) for the
vehicle model that either transfer the vehicle from one cell
to another, or confine the vehicle within a cell. For vehicle
models that arecompletely controllable in the presence of
obstacles, these controllers can guarantee transition from a
given cell to an adjacent cell, without intersecting any other
cell, from every initial state of the vehicle. Consequently,
the geometric path planning algorithm is free to planany
path (compatible with higher level logic specifications) on
the topological graph associated with the cell decomposition,
in light of the guarantee that all cell transitions are feasible
for the vehicle.

When the complete controllability assumption is violated,



the central tenet of the motion planning schemes presented
in [12]–[14] is no longer valid: arbitrary sequences of cell
transitions cannotin principle be guaranteed from arbitrary
initial states. The simplest example of a vehicle kinematical
model that violates the complete controllability assumption
is the Dubins car model. For any given sequence of cell
transitions, there may exist a set of initial states of the vehicle
from which it is impossible for the vehicle to execute that
sequence of cell transitions.

The Dubins car kinematical model is given by

ẋ(t) = u1 cos θ(t),

ẏ(t) = u1 sin θ(t),

θ̇(t) = u2(t),

wherex, y, andθ are, respectively, the position coordinates
and the orientation of the vehicle with respect to a pre-
specified inertial axes system;u1 = 1 is the forward
speed of the vehicle; andu2 is the steering control input.
The set of admissible controlsUT is the set of piecewise
continuous functions defined on the interval[0, T ] that take
values in[−1/r, 1/r], for a pre-specifiedr > 0. The set of
kinematically feasible paths for the Dubins car is the set of
continuously differentiable paths with curvature at mostr−1.

II. GEOMETRIC PATH PLANNING IN RECTANGULAR

CELL DECOMPOSITIONS

A. Basic Framework

We consider a uniform decompositionCd of the environ-
mentW , consisting ofN cells, such that every cell inCd is a
square of sized. A cell c (i) ∈ Cd is identified by the location
(xi, yi) of its center in some pre-specified set of Cartesian

axes. We may then construct a graphG
def
= (V, E), such that

each element in the set of nodesV corresponds to a unique,
obstacle-free cell. We label the nodes as1, 2, . . . , N . Two
nodes areadjacentif the corresponding cells are geometri-
cally adjacent1. The edge setE ⊆ V ×V consists of all pairs
(i, j), i, j ∈ V with nodesi andj adjacent.

Consider a non-negative edge cost functiong : E → R+

that assigns to each pair of adjacent nodes inG a non-
negative number (the cost of transition between the two
nodes defining the edge). For given initial and terminal nodes
iS, iG ∈ V , an admissible pathπ

def
= (jπ

0 , jπ
1 , . . . , jπ

P ) in G
is such thatjπ

k ∈ V , (jπ
k−1, j

π
k ) ∈ E, k = 1, . . . , P , with

jπ
0 = iS, jπ

P = iG, and jπ
p 6= jπ

r , for p, r ∈ {0, . . . , P},
with p 6= r. Geometric path planning algorithms based on
cell decomposition typically attempt to solve the following
problem, for a suitably defined cost functiong.

Problem 1: Let the cost of an admissible pathπ be

J(π) =

P
∑

k=1

g((jπ
k−1, j

π
k )). (1)

Find an admissible pathπ∗ in G such thatJ(π∗) ≤ J(π) for
every admissible pathπ in G.

1We consider 4-connectivity for this work, that is, cells that have two
vertices in common are said to be adjacent.

In [10], we demonstrated, using a counter-example, that
transition costs defined onE cannot encode information
about path curvature, and consequently, there may not exist
any functiong for which the solution to Problem 1 would
result in a channel of cellsguaranteedto contain a feasible
path (for a given upper bound on the curvature of the
path). As a remedy to this problem, we proposed the use
of transition costs definedk−tuples of nodes (i.e. histories
of previous transitions), for some fixedk > 2, such that
the elements of eachk−tuple are pairwise adjacent. The
algorithm in [10] works on a lifted graphGH = (VH , EH),

with the set of nodes defined asVH
def
= {(i0, i1, . . . , iH) :

(ik−1, ik) ∈ E, k = 1, . . . , H, ip 6= ir, for p, r ∈
{0, . . . , H}, with p 6= r}, where H is a positive integer.
An elementI ∈ VH is defined to be adjacent toJ ∈ VH

if (J (H+1), I(H+1)) ∈ E , J (k) = I(k−1), for every k =
2, . . . , H + 1, and J (1) 6= I(H+1), whereI(k) denotes the
kth element of the(H + 1)−tuple I. The edge setEH is
then the set of all pairs(J, I), such thatI is adjacent toJ .

For given initial and terminal nodesiS, iG ∈ V , an
admissible pathΠ

def
= (JΠ

0 , JΠ
1 , . . . , JΠ

Q ) in GH is such
that JΠ

k ∈ VH , (JΠ
k−1, J

Π
k ) ∈ EH , k = 1, . . . , Q, and

J
Π,(1)
0 = iS, J

Π,(H+1)
Q = iG. Note that every admissible

path Π
def
= (JΠ

0 , JΠ
1 , . . . , JΠ

Q) in GH uniquely corresponds

to an admissible pathπ
def
= (jπ

0 , jπ
1 , . . . , jπ

P ) in G, with
P = Q + H andJ

Π,(1)
k = jπ

k , for k = 0, 1, . . . , P −H − 1,
andJQ = (jP−H , . . . , jP ).

For every pair of adjacent nodes inGH we define a non-
negative cost functiongH : EH → R+ that assigns to
each pair of adjacent nodes inGH a non-negative number.
Consider now the following shortest path problem onGH .

Problem 2: Let the cost of an admissible pathΠ =
(J0, J1, . . . , JQ) in GH be

JH(Π) =

Q
∑

k=1

gH

(

JΠ
k−1, J

Π
k

)

. (2)

Find an admissible pathΠ∗ such thatJH(Π∗) ≤ JH(Π) for
every admissible pathΠ in GH .

In [10], we held that a geometric path planner that seeks to
solve Problem 2 can be designed to incorporate information
about the feasibility of traversal of the channel of cells that
it finds. In Section II-B, we formulate such a geometric
planning algorithm.

We label the elements ofEH by natural numbers, and in-
troduce a bijectionφ : EH → {1, 2, . . . , |EH |} that uniquely
associates each element inEH with a natural number as
follows. Let (I, J) ∈ EH , I, J ∈ VH be an edge inEH .
We define thetile associated with(J, I) as the sequence of
cells associated withI(1), . . . , J (H+1), and we label this tile
by α = φ(I, J). Alternatively, we denote the edge associated

with a particular tile labeledα by (Iα, Jα)
def
= φ−1(α). With

each tile2 α, we may associate a vectorηα ∈ R2 such that

2In a minor abuse of notation, we denote a tile labeledα by the same
symbolα.



ηα is normal to the segment∂c
(

Iα,(1)
)

∩ ∂c
(

Iα,(2)
)

and
points inside the cellc

(

Iα,(2)
)

.
We may now define atile motion planning algorithm

TILEPLAN as any algorithm which determines if a given
tile may be feasibly traversed by the vehicle from aspecific
initial condition. More precisely, we specify TILEPLAN as
an algorithm which:

1) takes as input a tileα and a vehicle stateξα
0 =

(x0, y0, θ0) ∈
(

∂c
(

Iα,(1)
)

∩ ∂c
(

Iα,(2)
))

× [−π, π] sat-
isfying

[

cos θ0 sin θ0

]

ηα ≥ 0, (3)

2) determines if there exist

a) numbersT α
1 , T α

2 , . . . , T α
H satisfying T α

1 ≤ T α
2 ≤

. . . ≤ T α
H , and

b) an admissible controluα
2 ∈ UT α

h
,

such that the resultant state trajectoryξ (t; ξα
0 , uα) =

(x(t), y(t), θ(t)) satisfies

(

x(t), y(t)
)

∈



















c
(

Iα,(2)
)

, t ∈ [0, T α
1 ] ,

...,
...

c
(

Iα,(H+1)
)

, t ∈
[

T α
H−1, T

α
H

]

,

c
(

Jα,(H+1)
)

, t = T α
H ,

3) returns failure ifT α
1 , T α

2 , . . . , T α
H and uα are found to

not exist, or else returnsT α
1 , the stateξ (T α

1 ; ξα
0 , uα

2 )

and the controluα
2 if J

α,(H+1)
1 6= iG, or returnsT α

H

and the controluα
2 if J

α,(H+1)
1 = iG.

In summary, TILEPLAN accepts a tileα ∈ VH and an
initial stateξi ∈

(

∂c
(

Iα,(1)
)

∩ ∂c
(

Iα,(2)
))

× [−π, π]×Ψ as
inputs and returns outputsfeas, T, ξf , and u (as described
in requirement 3 above), wherefeas is a boolean output
indicating success or failure of TILEPLAN ; T is the duration
of traversal;u is the control input that enables traversal of the
tile α; andξf is the state at timeT . We indicate the execution
of TILEPLAN with inputsα andξ by TILEPLAN(α, ξ).

B. The Proposed Algorithm

Suppose that a tile motion planning algorithm which
satisfies the above requirements is available. We are now
ready to describe the proposed geometric path planning
algorithm, as a modified label correcting algorithm (cf.
[15], [16]), which searches for a path inGH . We introduce
three functions in addition to the label and backpointer
functions of the standard label correcting algorithm: a
function Ξ : VH → R2 × S1 that associates a vehicle state
with each node inVH , a function Θ : VH → R+ that
associates a time of traversal with each node inVH , and a
function Υ : VH → U that associates a control input with
each node inVH . The proposed algorithm is then as follows.

procedure Initialize()
1: P ← {IS}, d(IS)← 0;
2: for all J ∈ VH\{IS} do
3: d(J) =∞;
4: I ← IS

5: Ξ(I) = ξ0, Θ(I) = 0

procedure Main()
1: Initialize();
2: while P 6= ∅ do
3: P ← P\{I};
4: for all J ∈ VH such that(I, J) ∈ EH do
5: α ≡ {I(1), . . . , I(H+1), J (H+1)}
6: (feas, T, ξ, u)← TILEPLAN(α, Ξ(I))
7: if d(I) + gH(I, J) < d(J) and feas = 1 then
8: d(j)← d(i) + g(i, j);
9: b(j)← i; Ξ(J)← ξ;

10: Θ(J)← T ; Υ(J)← u2;
11: P ← P ∪ {J};
12: ChooseI ∈ P ;

The proposed algorithm produces a pathΠ∗ =

(JΠ∗

0 , JΠ∗

1 , . . . , JΠ∗

P ) whereJ
Π∗,(1)
0 = iS andJ

Π∗,(H+1)
P =

iG. As noted previously,Π∗ corresponds to a pathπ∗ in G.
The control input for the vehicle which traverses the channel
of cells associated withπ∗ is given by

u2(t)
def
= Υ(JΠ∗

k ), t∈

[

k−1
∑

ℓ=1

Θ(JΠ∗

ℓ ),
k−1
∑

ℓ=1

Θ(JΠ∗

ℓ )+Θ(JΠ∗

k )

)

,

for eachk = 1, . . . , P . Thus, by construction, the proposed
algorithm satisfies the requirement of hierarchical consis-
tency.

III. T ILE MOTION PLANNING

The description of the proposed motion planning algorithm
in Section II-B relied heavily upon the tile motion planning
TILEPLAN . We specified what TILEPLAN was required
to do, but did not specify how exactly TILEPLAN would
accomplish those requirements. In this section, we shed some
light on this issue. Consider the following problem.

Problem 3: Let R̄C be a rectangular channel3, and letW
be a point on any of the three edges ofR1 which does not
intersectR2. Let α ∈ [−π, π] be a specified angle. For any
set of positive real numbersrn > 0, n = 1, . . . , C, determine
if there exists a pathΠ such that:

1) The initial configuration ofΠ is (W, α),
2) The final configuration of the pathΠ lies in a set

defined by the Cartesian product of a specified edge
of the rectangleRC (different from the edge coinciding
with rectangleRC−1) with a specified set of allowable
terminal tangent angles,

3) The pathΠ does not leaveR̄C , i.e. (x(s), y(s)) ∈
∪C

n=1Rn for everys ∈ [0, 1],
4) The curvature ofΠ at any point in rectangleRn is at

mostr−1
n , for everyn = 1, . . . , C.

To the solve Problem 3, we consider two basic problems
defined on a single rectangle. These problems, which we
denote Problem T1 (respectively, Problem T2) are concerned

3By a rectangular channel, we mean a sequence of disjoint rectangles
of arbitrary dimensions such that every pair of successive rectangles has a
common edge.
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Fig. 1. Setup for the basic problems.

with the curvature-bounded traversal across a pair of parallel
edges (respectively, adjacent edges) of the rectangle witha
given initial condition, while satisfying an additional con-
straint: the terminal orientation must lie in a pre-specified
set

[

β, β
]

. In [11], [17], we propose numerical solutions to
Problems T1 and T2 and propose an algorithm that recur-
sively solves Problems T1 and T2 for individual rectangles
of the channel to solve Problem 3. Here, we outline this
algorithm using an illustrative example.

Let R̄4 = {Rn}
4
n=1 be a rectangular channel with four

rectangles, as shown in Fig. 2, and letrn > 0, n = 1, . . . , 4,
be given. LetUn, Vn, n = 1, . . . , 4 andY4, Z4 be points as
shown in Fig. 2. Given a prescribed initial entry pointW
on the segmentU1V1 and given a prescribed initial tangent
angleα ∈

[

−π
2 , π

2

]

, we wish to determine if there exists a
path satisfying the conditions described above. We attach a
coordinate axes system to each rectangleRn with the origin
at the pointUn, with the positivex-axis alongUnYn, and
with the positivey-axis alongUnVn. The dimensions of each
rectangle along thex and y axes are denoted, respectively,
as dn,1 and dn,2. For each rectangleRn, the solution of
Problem T1 (or Problem T2, as applicable) provides angles
α(q) andα(q) for any q ∈ [0, dn,2], such that the curvature-
bounded traversal ofRn is possible if the initial orientation
at pointQ = (0, q) lies in the interval[α(q), α(q)].

We define functionsα5(q)
def
= π

2 , α5(q)
def
= −π

2 , q ∈
[0, d4,2], and we note that the last rectangleR4 involves
traversal across parallel edges. Next, we note that the to-
tal number of reflections occurring in the transformations
required forR4 and (the fictitious rectangle)R5 is zero, and

R1 R2

R3 R4

W α

V1

U1

V2

U2

U3

V3 V4

U4

Z4

Y4

y3

d3,2

d4,2
d3,1

P

Q
α4

α
4

α3

α
3

Fig. 2. Illustrative example for the proposed algorithm.

we setβ4 = α5 = π
2 , β

4
= α5 = −π

2 . We solve Problem T1
for each pointQ = (0, q), q ∈ [0, d4,2] on the segmentU4V4,
and we obtain the values taken by the functionsα4(q) and
α4(q).

RectangleR3 involves traversal across adjacent edges, and
the entry and exit segments ofR3 may be aligned with
segmentsAD and DC of Fig. 1 after a reflection about
an axis parallel to the segmentU4V4, followed by a rotation
throughπ

2 rad. Since the total number of reflections occurring
in the transformations required forR3 andR4 is one (odd),
we set

β3(q) = −α4(y3 − (q − v4)),

β
3
(q) = −α4(z3 − (q − u4)), q ∈ [y3, z3],

where z3 = d3,1, y3 = ℓ (U3V4), v4 = d4,2, and u4 =
0 (see Fig. 2). We solve Problem T2 for each point
P = (0, p), p ∈ [0, d3,2] on the segmentU3V3 to obtain
values taken by the functionsα3(p) andα3(p). Proceeding
further similarly, we may obtain the values taken by the
functions α2(q), α2(q), q ∈ [0, d2,2] and by the functions
α1(q), α1(q), q ∈ [0, d1,2]. Let the prescribed entry point
W have coordinates(0, w) in the coordinate axes attached
to R1. Then there exists a path satisfying the requirements
stated in Problem 3 if the prescribed initial tangent angleα
satisfiesα ∈ [α1(w), α1(w)] .

The recursive analysis outlined above allows us to synthe-
size paths cell by cell. The synthesis method relies on the
fact that the cone analysis described above provides a set of
allowable terminal conditions for each cell, i.e., a cone of
allowable orientations associated with each point on the exit
segment of that cell. A feasible path traversing the remainder
of the channel exists from all such terminal conditions. One
may then pick any of these terminal conditions and compute
a unique path, since the initial condition is already specified.

The result of the synthesis is a path (withineach cell)
which is a concatenation of circular arcs of radiusr and
straight line segments. For the Dubins vehicle kinematic
model, the steering input required for following such a
concatenated path is uniquely determined:u2 = 1 along a
counter-clockwise circular arc,u2 = −1 along a clockwise
circular arc, andu2 = 0 along a straight line segment. Since
the synthesis is performed cell-wise, the duration for traversal
of each cell (required to be computed TILEPLAN ) is easily
determined. In summary, the existence analysis and synthesis
of curvature-bounded paths outlined here serves as a tile
motion planning algorithm for the Dubins vehicle.



IV. SIMULATION RESULTS AND FURTHER REMARKS

In this section, we define the cost functiongH as a function
that associates with each tile the length of the path returned
by TILEPLAN . In particular, for a tile labeled byα ∈
{1, 2, . . . |EH |} and an initial conditionξα

0 = (x0, y0, θ0)
let T α

1 be the duration of traversal returned by TILEPLAN .
Then we define

gH (Iα, Jα) =















u1

∫ T α
1

0

dt = u1T
α
1 , Jα,(H+1) 6= iG,

u1

∫ T α
H

0

dt = u1T
α
H , Jα,(H+1) = iG.

(4)

Figures 3 and 4 show results of simulating the proposed
algorithm over simple environments with the cost function
(4). Figure 3 shows the solutions to the benchmark example
we discussed in [10] to emphasize the fact that cost functions
based on edge transitions inG alone are not sufficient to
capture curvature information. In particular, the four results
in Fig. 3 show the different channels obtained for different
bounds on the curvature, whereas any cost function defined
on E would result in the channel shown in Fig. 3(a). Simi-
larly, Fig. 4 shows the difference between resultant channels
when different bounds on the curvature are imposed.

A. Dependence onH

In this section, we highlight an important monotonicity
property satisfied by the cost function defined in (4). In
what follows, we denote the path inGH corresponding to
a pathπ in G by ΠH , and we denote the path computed
in GH by the proposed algorithm byΠ∗,H

H . The subscript
denotes that the proposed algorithm used the lifted graph
GH in its computations, while the superscript denotes that
the path isrepresentedin GH . Thus,Π∗,L

H , L ∈ N, denotes
the path inGL corresponding toΠ∗,H

H , and bothΠ∗,L
H and

Π∗,H
H correspond to the same path inG. On the other hand,

Π∗,H
L , L ∈ N is the path computed by the proposed algorithm

when it uses the lifted graphGL for its computations. Note
that, in general,the paths inG corresponding toΠ∗,H

L and
Π∗,H

H are different.
Lemma 1:Let π = {jπ

0 , jπ
1 , . . . jπ

P } be an admissible
path in G, and let ΠH = {J0,H , J1,H , . . . , JP−H,H}
be the corresponding path inGH , where Jm,H =
(

jπ
m, jπ

m+1, . . . , j
π
m+H

)

, m = 0, 1, . . . , P − H . Let gH be
the cost function defined in (4). Then for everyH > 0,

JH+1(Π
H+1) ≤ JH(ΠH). (5)

Proof: For a givenH > 0, the costJH

(

ΠH
)

of
the path ΠH is computed by executing TILEPLAN for
each tile inΠH , i.e., for each pair(Jm,H , Jm+1,H), m =
0, 1, . . . , P − H − 1. By definition of the lifted graph
GH , the edge(Jm,H , Jm+1,H) in GH is a node inVH+1,
and the tile (Jm,H+1, Jm+1,H+1) in GH+1 is the triplet
(Jm,H , Jm+1,H , Jm+2,H). Thus, the first node of the tile
(Jm,H+1, Jm+1,H+1) in GH+1 is the same as the first node
of the tile (Jm,H , Jm+1,H) in GH .

Let TILEPLAN(H) and TILEPLAN(H + 1) denote, re-
spectively, the execution of TILEPLAN on tiles in GH

and on tiles in GH+1. Let ξ be the initial state pro-
vided as an input to both TILEPLAN(H) and TILE-
PLAN(H + 1). Suppose TILEPLAN(H) computesum,H as

the control required to traverse the cellc
(

J
(2)
m,H

)

of the tile

(Jm,H , Jm+1,H), and TILEPLAN(H +1) computesum,H+1

as the control required to traverse the cellc
(

J
(2)
m,H+1

)

of

the tile(Jm,H+1, Jm+1,H+1). Correspondingly, letξm,H and
ξm,H+1 be the terminal states, respectively, resulting after the
controlsum,H andum,H+1 are applied atξ.

Since our path synthesis algorithm, based on which TILE-
PLAN computes the controls required for traversal of the
first cell, performs the synthesis cell-wise, and since the
first cell of both the tiles under consideration is the same,
um,H+1 will differ from um,H only if there exists no control
from the stateξm,H that would enable traversal through the
remainder of the tile(Jm,H+1, Jm+1,H+1), i.e., through the
sequence of cellsJ (3)

m,H+1, . . . , J
(H+3)
m,H+1. As a consequence,

TILEPLAN(H) would return failure when it processes the
tile (Jm+1,H , Jm+2,H), since the firstH + 1 cells of this
tile are preciselyJ (3)

m,H+1, . . . , J
(H+3)
m,H+1. In other words, for

every tile(Jm,H , Jm+1,H), m = 0, 1, . . . , P −H , if the cost
returned by TILEPLAN(H) is different from the cost returned
by TILEPLAN(H+1) for the tile(Jm,H+1, Jm+1,H+1), then
TILEPLAN(H) must return an infinite cost (failure) for the
tile (Jm+1,H , Jm+2,H). The required result (5) then follows.

We can now show an important monotonicity property
about the optimality of paths found by the proposed algo-
rithm. Let P̄ be the maximum number of nodes that may
occur in any path fromiS to iG with no cycles.

Proposition 2: Let H be a positive integer, and letΠ∗,H
H

be in the path inGH resulting from the proposed geometric
path planning algorithm. ThenJH(Π∗,H

H ) decreases mono-
tonically with increasingH .

Proof: Let π be an admissible path inG, and letΠH be
the corresponding path inGH . It follows from Lemma 1 that
the sequence of cost functionsJH(ΠH), H = 0, 1, . . . , P̄−1
is monotonically decreasing, i.e.,

JP̄−1(Π
P̄ ) ≤ . . . ≤ J1(Π

1) ≤ J0(Π
0). (6)

The proposed algorithm solves Problem 2, and henceΠ∗,H
H

minimizes JH , i.e., JH(Π∗,H
H ) ≤ JH(ΠH). Since ΠH

was arbitrary, this inequality holds forΠH = Π∗,H
H−1,

i.e., JH(Π∗,H
H ) ≤ JH(Π∗,H

H−1). Then it follows from
(6) that JH(Π∗,H

H ) ≤ JH−1(Π
∗,H−1
H−1 ), and in general,

JP̄−1(Π
∗,P̄−1

P̄−1
) ≤ JP̄−2(Π

∗,P̄−2

P̄−2
) ≤ · · · ≤ J0(Π

∗0
0 ).

An informal interpretation of the above results which is
evident in the proof of Lemma 1 is that, asH is increased,
the proposed algorithm will erroneously reject fewer paths
in G from iS to iG as infeasible.

V. CONCLUSIONS

We presented a novel geometric path planning algorithm
based on rectangular cell decompositions which simultane-
ously finds an obstacle-free channel of cells from the initial



S

G

(a) r = 1 (b) r = 2

(c) r = 3.5 (d) r = 4.5

Fig. 3. Making U-turns with different curvature bounds. Thecurvature
bound in each case isr−1. Here,H = 3.

S

G

(a) Uniform curvature bound,r = 1

S

G

(b) Patch-wise varying curvature bound,rwhite = 1,
ryellow = 2.25, rblue = 3.5.

Fig. 4. Simulation result: simple maze-like environment. The curvature
bound in each case isr−1. Here,H = 3.

point to the goal, as well as a continuously differentiable path
with a pre-specified upper bound on its curvature. We point
out that although we have focused on a specific example
of a vehicle model (the Dubins car), the execution of the
geometric planner itself is not restricted by the characteristics
of this choice. In fact, we have proposed a scheme where
the details of motion planning for the specific vehicle at
hand are left to the so-called tile motion planning algorithm
TILEPLAN , and the geometric planner uses information
provided by TILEPLAN in a manner independent of the
particular tile planning algorithm.
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